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PREFACE

The Advanced Simulation Concepts Laboratory at the Naval Training Equipment
Center has recognized the need for high detail density visual simulation in
training systems, In pursuing a solution to the complex visual environment
problem, at least two factors have significant Importance: Does the solution
provide an image generator capable of creating complex Imagery .in real time?
Is the solution amenable to efficient off-lne modeling of complex environments?
The Real Scan concept of utilizing a radtally scanned hierarchy of fixed grid
environment models was originated by Dr. A. M. Spooner of this laboratory and
the process of providing answers to the two key questions was developed by the
undersigned. The University of Central Florida, as personified by the authors
of this report, assisted in this task by utilizing the Real Scan concept to
develop algorithms, code them in software, and evaluate imagery in non-real time.

DENIS R. BRE IA
Project Engineer

Accession For

NTIS GRA&I
DTIC TAB
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Distribution/
Availability Codes
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SECTION I

INTRODUCTION

General

REAL SCAN - Real Environment Algorithm for Line SCANning - is a
research program under Naval Training Equipment Center Contract
N61339-80-D-0014. The objective of this program is to investigate
techniques for providing computer synthesized imagery to a-pilot
trainee in a flight simulator. Existing computer image generators
(CIG) have two basic deficiencies: the creation of polygon models of
real world environments is an off-line process which is extremely
manpower intensive and expensive, and the limitation on scene com-
plexity (i.e., the number of polygons in the scene) caused by the
limited number of polygons which can be processed in real time. REAL
SCAN research addresses both of these deficiencies. The research
investigates methods for automatic environment modeling by conversion
from existing geodetic data combined with cultural planimetry of real
world geographic areas. The REAL SCAN research has studied computer
architectures for processing the environment model in real time with
algorithms which are limited by the number of details which are
capable of being displayed.

The goals of the REAL SCAN research are:

1. Produce highly complex terrain scenes with detail approaching
the limit of a unique scene element for each image display
picture element.

2. Allow direct and automatic conversion of real world height,
color and reflectivity information into the CIG data base to
model the real world.

3. Provide for large and variable gaming areas from which true
perspective scenes can be computed and displayed in real
time.

4. Provide compatibility of the REAL SCAN system with polygon
model type CIG for optimum flexibility and economy in defin-
ing a total image generation and display system.

These general goals have been pursued via the following studies:

1. Investigate various means to compute display limited scenes
with the goal of minimizing total scene computation time and
minimizing computation complexity.

2. Investigate various regular methods for creating a data
compression algorithm for a real world data base.

17
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3. Develop computer simulation procedures for evaluating both
the scene computation algorithms and the data base compres-
sion algorithms.

4. Develop software to make pictures on the DICONED equipment by
means of REAL SCAN simulation procedures.

This report documents the accomplishments made to date, develops
and. describes all algorithm and data base efforts, discusses the
picture making software, presents potential architectures for imple-
menting REAL SCAN, develops recommendations for Improvements to the
REAL SCAN algorithms and suggests further research efforts.

The Problem

One of the outstanding problems of visual simulation is the
generation of a complex scene. Although satisfactory training can be
achieved for many simulation tasks using current computer image gener-
ation (CIG) systems at their present stage of development, close
approach to terrain in daylight reveals the severe limitations for
tasks such as air/ground weapon delivery, confined area maneuvering,
low level flight and harbor/channel navigation with both surface
vessels and submarines.

With conventional CIG, (1,2) the environment is modeled by defin-
ing the coordinates of points in space, grouping pairs of points to
define "edges", connecting edges to form polygons, assigning color and
reflectivity to the polygons and grouping them to form polyhedra which
approximate the environment to a level limited by the processing power
of the real time CIG hardware. The number of edges processed per
displayed scene is the usual metric for such hardware with the state-
of-the-art currently around 8,000.

For modeling regular objects such as a runway, polygon modeling
is economical in terms of the size of data base and the amount of
processing hardware. However, a complex environment such as an area
of countryside consisting of contoured terrain having detailed surface
texture and solid objects such as trees, building, etc., on it, is not
realistically reproduced by present CIG systems for two reasons:
modeling cost and processing hardware limitations of the polygon
modeling technique. Further development in polygon model type CIG
processing hardware is in progress by several manufactures (the "edge

"Roberts, L. G., "Machine Preception of Three Dimensional

* Solids", TR315, MIT Lincoln Laboratory, May, 1963.
2Sutherland, I.E.; Sproull, R. F.; and Schumacher, R. A. "A

Characterization of Ten Hidden-Surface Algorithms", Computing Surveys,
Vol. 6, No. 1, March, 1974, pp. 1-55.
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war") but the limiting factor is not so much the real time processing
hardware as the cost of generating the increasingly complex environ-
ment models or data bases required.

Automatic Data Base Gerperation Problems

Studies (3) at the Naval Training Equipment Center (NAVTRAEQUIP-
CEN) on the automatic generation of polygon type data bases from
stereo photographs showed promise for individual objects but under-
lined the great difficulty of the problem for terrain. Automating the
production of polygon models of real world environments is a task
being addressed by the operational equipment community specifically
with regard to Cruise Missile guidance systems, and success is not
expected for many years.

The reason for the difficulty can be appreciated if one looks at
almost any aerial photograph and mentally tries to break it down into
separate objects that can be approximated by polygons. Much of what
is visible can only be recognized by a skilled photo-reconnaisance
technician. The difficulty, therefore, is fundamental: the process,
to be automated, requires a degree of artificial intelligence greater
(for this task) than that of the average human being. This basic
difficulty emphasizes the need for considering the entire image gener-
ation system from data base modeling to image display when developing
an advanced CIG concept, and for evaluating non-polygon type data
bases as a way out of the automatic data base generation problem.

Development of New System Concept

If one attacks the goals individually, the following system
characteristics emerge. First of all, high scene detail requires a
substantial data base; however, the storage requirements are less if
two of the ground coordinates are addresses rather than data. Large
areas of the world are mapped as uniform grid models, such as the
Terrain File of the Digital Landmass System (DLMS) developed by The
Defense Mapping Agency and the ortho color photos produced by the U.S.
Geological Survey (4). Models of this type are relatively easy to
generate by low-skill processes (as compared with polygon models) and
offer the greatest possibilities for use in a CIG system of the type
being considered.

3Breglia, D. R., "Automating CIG Data Base Development",
Technical Report NAVTRAEQUIPCEN IH-318, Naval Training Equipment
Center, Orlando, Florida.

4Defense Mapping Agency "Product Specifications for Digital
Landmass System (DIMS) Data Base", July, 1977.
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To obtain constant angular resolution of visible details over the
display, the corresponding ground resolution required decreases with

* range from the viewpoint. Since a change of viewpoint means all parts
of the data base will at some time be viewed at close range, the data
representing the gaming area must all be available at high resolution.
However, for any given viewpoint, to avoid having to process high
resolution data representing distant terrain in real-time, a lower-
detail version of the data may be used for distant parts of the scene.
This leads to the concept of a hierarchy of resolution levels in the
data base, analagous to the levels of detail used in polygon model
CIG.

However, whereas the levels of detail in a polygon model data
base must all be created by the modeler, with a regular grid data base
each level can be derived automatically off-line.

In current real-time CIG systems, sorting algorithms are used to
produce the display image following transfer of the polygons forming
the scene into the display plane. The processing power required for
sorting grows proportionally to the square of the detail processed.
For systems dealing with a great amount of detail in real time, an
architecture is needed in which processing power grows only linearly
with detail, and this should be a feature of the new system. To
process and display a great amount of displayed detail in real time a
modular structure is indicated making use of basically independent
parallel processors, each a pipeline.

The use of a ground coordinate grid allows incremental processing
in a fixed data base. This feature eliminates the need for floating
point operations and repeated need for divide operations. Hence,
computationally efficient integer algorithms can be developed which
incorporate a pseudo exponentiation upon crossing from one level of
the data base to the next (using a step of 2:1 in linear detail
between levels).

Finally, the generated image should be in one of the standard
television formats, e.g., 1023 lines/frame, 30 frames/sec. This
allows existing displays to be used and combined image generation
systems to be developed using both polygon and grid data forms of CIG.

General REAL SCAN System Description

REAL SCAN utilizes a uniform square grid data base to produce
highly detailed terrain displays. A hierarchy of resolution levels
models the environment and many parallel-pipelined processors perform
the required visibility determination followed by perspective trans-
formation from world coordinates to display coordinates. The proces-
sing is based upon computationally efficient integer algorithms.

20
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Figure 1. Display Window Projection.

Figure 1 shows the projection of the display window on to the
ground plane to give the "ground footprint" from which data must be
transformed into the display window coordinates. Each level of the
data base consists of a square array of "cells", each cell containing
digital color and height data for that elementary area of the terrain
modeled. Although all levels of the hierarchy are available over the
whole gaming area, level 1 is used for parts of the terrain nearest to
the eyepoint and levels 2, 3, etc., are used as the range increases.
The determination of which points are visible is made by radially
scanning the ground footprint in a manner similar to that used in
radar landmass simulation. Each radial line drawn from the nadir
point (the point directly below the eyepolnt) through the ground
footprint maps Into a line across the display window. As explained
later, a frame buffer is used to store the information to be displayed
such that the information can be read out in accordance with any
standard television scanning pattern for display (e.g., with hori-
zontal scan lines).

. New scan lines are initiated through the data base as the scanned
• -- distance from the nadir grows, such that the visible part of the data
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base is correctly sampled. It is necessary, for acceptable image
quality, to avoid aliasing (i.e., interaction between the regular
structure of the digital data base and the regular structure of the
scanning pattern which generates spurious detail in the displayed
image). The information in each displayed picture element (pixel)
must be derived from the data stored in several adjacent cells, in
accordance with a weighting algorithm that varies with the position of
the pixel in the window. This requires averaging, in real time, of
the processed data.

Real time averaging over many cells is impracticable, but the
hierarchical data base concept, by providing pre-averaged information,
reduces this problem to manageable proportions. Filtering is used to
eliminate any remaining unwanted image components.

In transforming data from the ground plane into the viewing
window, a perspective transformation has to take place. Each scan
line through the data base is dealt with separately, the spacing
between image details along the line being changed to al-low for the
oblique view of the terrain. Details which would be hidden by high
ground, are of course omitted from the display.

PROCESSORS REORY

SEMN VISIBILITY
I P S PROCESSORS

F e . F B VISIBLE SCENE

VEHICLE _CONTROL
POSITION - COMPUTER
ATTITUDE

-ACOLOR PROJECTION

m PREF ILTER PROCESSORS
I PROCESSORS

FRAE SCNE
,/ LA PING-PONG FINLRMOY

ISLA/ BUFFER FITR -IBUFFER

Figure 2. Functitedl Block Diagram of REAL SCAN SystemU7
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Figure 2 is a functional block diagram of the proposed system.
The color- and height data for the complete gaming area are stored in
bulk memory; a videodisc is preferred in view of the large number of
bits that can be stored in a compact space with reasonably rapid
access (this will be considered in more detail later in relation to
the generation of the data base.) The cost of videodisc bulk memory
storage is currently estimated to be $0.10/megabyte as compared to
magnetic disc storage costs of $3/megabyte (5).

The control computer accepts simulated vehicle position and
attitude data from the host computer and is used to control the flow
of data to the REAL SCAN system. For each television frame of picture
information, the following processing steps need to be carried out:

1. Obtain observer view point location and viewing direction
(simulated vehicle location and attitude) from the host
computer.

2. Compute, in the control computer, the viewing pyramid inter-
cepts with the ground reference plane.

3. Use linear and angular rates of the simulated vehicle to
. predict the potential field of view for future television

frames.

4. Determine, using the control computer, which blocks of data
representing hierarchical areas of terrain in the bulk memory
are to be accessed for generating the required scene, given
the nadir point location and field of view.

5. Using the control computer, transfer these blocks of data
containing all the information necessary to compute a display
of the current field of view plus additional information for
future frames, to the "cell memory" (a highspeed, virtually
addressed random access memory). After the cell memory has
been initially loaded, there is always information available
to generate the next frames. The cell memory is then the
first stage of a pipeline computational process leading to a
frame generation. After the current frame's information is
read from the cell memory, those blocks which are no longer
in the potential field of view are overwritten by new infor-
mation.

6. Scan the cell memory using a group of identical scan line
data processors. Each processor calculates the elevation and
reflectivity Information along its scan line using the

5"Vtdeodisc Based Storage Technology", Computer, Vol. 13, No. 6,
pp. 87, June, 1980.
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regular grid data in the cell memory. The radial lines are
scanned in parallel groups to minimize the time taken for
this process. The data is assembled in the scan line detail
memory, data for each scan line being separately stored.

7. Transfer the data, in parallel as needed, from the scan line
detail memory to the visibility processor and carry out
visibility processing on each line of data. This process
determines which parts of the data from the cell memory are
to contribute to the displayed scene and which are hidden
from view. The algorithm used to determine visibility is
similar to that used to determine radar shadows in digital
radar landmass simulation systems (6,7), suitably modified
for the hierarchical data structure.

At this stage only the elevations of cell data enter the
computation; cell reflectivity/color information is carried
with no modification.

8. Accumulate, in the segment of visible scene buffer, reflec-
tivity/ color data which is computed only for visible point,
in first-in first-out format, to allow for timing variability
in the pipeline up to this point.

9. Pass the data from the segment of visible scene buffer to the
color pre-filter processor and perform initial filteringalong the lines to avoid aliasing while correctly passing

sudden luminance changes corresponding to non-aliased edges
in the scene.

10. Pass the data from the color prefilter processor to theprojection processor where the reflectivity/color data is

perspectively transformed from ground coordinates to display
coordinates.

11. Pass the output from the projection processor to the-scene
memory buffer.

12. Perform final filtering using a weighted average processing
filter to generate display pixels.

6Greenly, R. and Marchegiani, D. "Digital Radar Landmass
Simulation", Proceedings of the Fourth Annual Naval Training Device
Center/Industry Conference, pp. 131-141, November, 1969.

7Hoog, T.; Dahlberg, R.; and Robinson, R. "Project 1183 - An
Evaluation of Digital Radar Landmass Simulation", Proceedings of the
Seventh NAVTRAEQUIPCEN/Industry Conference, pp. 55-79, November, 1974.
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13. Pass the data into a random write/serial read ping-pong frame
buffer.

14. Read the frame buffer continuously into the display.

The REAL SCAN Data Base

The desired data base form is a hierarchy of two-dimensional
arrays of elevation and reflectivity/color. Each array corresponds to
the entire gaming area at a specific ground resolution. The size of
the data base is a function of the desired ground detail size, the
size of the gaming areas, and the amount of information stored at each
array location (see Appendices A and B).

For example, consider a gaming area of 100 kn2, a desired ground
detail size of O.1m, and 48 bits of information stored at each array
location. The largest array, corresponding to the highest resolution,
would contain 1010 grid positions or cells and 5x1011 bits of informa-
tion. If the cell size in each array is doubled or the resolution is
half that of the adjacent array in the hierarchy then the total data
base required for the entire hierarchy is (1 + 1/4 + 1/16 + 1/64...)
times the information stored in the highest resolution array, or
approximately 7x1011 bits for the total data base. Although this is a
large number, the optical disc digital storage technology has pro-
gressed to the point where such large data bases are feasi1le. In
fact, optical disc storage configurations have been proposv-d for
systems having a capacity of 1014 bits (8). The next qwstion is:
What is the value of a regular grid data base with O.1m ground resolu-
tion? For close approach to the ground, as with a helicopter maneu-
vering in a confined area landing site, a minimum range from the
pilot's eye to ground could be taken as 5m.

Considering a television display with 1000 horizontal scanning
lines and 500 side field of view (a typical CIG "viewing window"), the
ground resolution (detail size) should be of the order of 5mm. This
is smaller than the figure of O.1m chosen above by a factor of 20.
The desired line detail is provided in the display by interpolating
special functions.

Example of Data Base Construction

A logical set of steps to create the hierarchial data base can be
illustrated as follows:

1. DLMS terrain file (Level I) consists of an elevation array
with a grid spacing of approximately 100m. This array would

8Ammon, G "Wide band Optical Disc Data Recorder Systems", SP7E
Vol. 200 Laser Recording and Information Handling, pp. 64-72, 1979.
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be interpolated using bicubic functions to form the initial
hierarchy arrays. In the case of a desired O.1m ground
detail the number of arrays generated would be 10 correspond-
ing to cell sizes of 0.1, 0.2, 0.4 ..... 25.6, 51.2m.

2. The enhancement of the elevation models can be carried out in
a variety of ways. By making use of the DLMS cultural file,
generic cultural features which have been stored in a feature
library in the gridded elevation format at the various reso-
lution levels can be added to (or subtracted from) the
initial elevation data. The generic models can be obtained
by photogrammetric techniques using stereo photos of repre-
sentative real world cultural features.

3. Reflectivity/color information can also be generic or
specific. This information can be derived from digitized/
quantized color ortho photos. An ortho photo is a product of
automatic analytic stereo photogrammetric equipment in which
the image displacement due to relief is corrected. If the
reflectivity/color model for a specific 1OOkm2 area is
desired, approximately fifty color aerial photographs would
be required to obtain the raw reflectivity photographic data
to 0.1m cell size. If the generic route is chosen, appro-
priate color ortho photos of representative cultural features
are utilized to form a library which corresponds to the
generic elevation library.

4. The high resolution reflectivity information is interpolated
to form the reflectivity data for succeeding lower levels in
the hierarchy. In this way scene compatibility across hier-
archical levels is ensured.

5. In addition, elevation and reflectivity/color function codes
can be assigned to each cell. These codes describe the fine
detail referred to in 2 above and provide for blending of
reflectivity/color and terrain height between cells so as to
avoid discontinuities. This scheme enables the aim of making
the system generate as much detail as can be displayed to be
achieved (display limited detail) without excessive memory,
although individual objects cannot be dealt with in this way.
Further elaboration to the system shown in Figure 2 is, of
course, required.

The net result is a highly automated data base modeling system
which is not dependent on subjective decisions by the modeler and can
be implemented using available data and technologies in the photo-
grammetric community.

The concept of essentially overlaying a digital elevation model
with photographically derived reflectivity data to form an environment
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model is not new (7,8,9), but the use of such a model in a real time
CIG system has not been attempted to our knowledge.

The reasons for pursuing this approach to environment modeling
are summarized as:

1. The need for efficiently produced low cost, highly detailed
environment models.

2. The availability of equipments and technologies which can
produce highly detailed environment models in a uniform grid
format.

3. The availability of technology to store and access large
amounts of data.

4. The feasibility of an automatically generated level of detail
hierarchy which greatly reduces computational processing
load, since simulated long ranges utilize coarser levels of
the hierarchy.

The environment model described has been initially restricted to
terrain surfaces which are single valued in elevation, and the accept-
ability for training using such a model has not been evaluated.

9 Unruh, J.; Alspaugh, D. ; and Mikhail, E. "Image Simulation from
Digital Data", Proceedings of American Congress on Surveying and
Mapping, 1977.
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SECTION II

ALGORITHMS AND SOFTWARE

The purpose of this section of the report is to document the REAL
SCAN algorithms and software. First, the software used to create the
May 1981 black and white movie will be described, then software
improvements will be presented. The movie software creates a visual
image of what an observer would see if looking through a window of a
cockpit. The REAL SCAN "Eye" is the observer's eye. It is assumed
that the observer is looking directly Into the center of his window,

.2 the REAL SCAN "Screen". The environment that the observer sees is the
REAL SCAN "World". This environment Is modeled by REAL SCAN, with
reference to a horizontal ground plane with integer coordinates. Each
integer coordinate contains a single height value and a reflectance
value. The REAL SCAN system uses the location and the orientation of
the observer relative to the world origin to create a perspective view
of the environment. This view or scene Is displayed on a 512 by 512
picture element display screen. The REAL SCAN software files are
listed in Table 1.

TABLE 1. REAL SCAN SOFTWARE ROUTINES.

1. PGCOMDAT.FOR

2. PGBUF.FOR

3. PGMAIN.FOR integer

4. PGSCENE.FOR floating point

5. PGSL.FOR floating point

6. PGVIS. FOR integer

7. PGSCAN.FOR integer

8. PGPROJ.FOR integer

9. PLOGLOAD. FOR integer

10. PGFILTER.FOR integer

11. PGDATA.FOR Integer
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These FORTRAN files are listed in Appendices EB through EL.
Appendix EN describes how these files are used. This includes: (1)
how to compile the routines, (2) how to link the routines, (3) a
sample picture and the input information used to create this sample
picture. Appendix J develops the mathematics for the lower bound
computation and Appendix K develops the mathematics for the projection
processor.

This documentation will explain the function, derive the math-
- ematics, and discuss any special techniques used ineach routine. A

brief overview of the REAL SCAN software technique for creating the
scene is required to familiarize the reader with the technique for
producing a REAL SCAN visual image.

The function of the routines in Table 1 is to produce a visual
image whose resolution is display limited, (i.e., The resolution of
the scene is dependent on the resolution of the display device.) This
image is created by scanning a data base, which is a mathematical
model of a terrain surface defined as having a single elevation for
any location on the surface, with many radial scan lines. Each scan
line extends from the nadir, the point on the ground plane (Z = 0)
directly below the eye to a point on the ground plane which corre-
sponds to an outer screen boundary. If the database is flat then this
point corresponds to a point on the outer edge of the footprint, the
poloygon defined by projecting the four corners of the screen onto the
ground plane. Figure 3 depicts this idea.

The first scan line extends from the nadir to corner 4. Each
successive scan line is found by rotating the previous scan line
through an angle, ANG, such that at least two scan lines cut through
each picture element, called a pixel. A pixel is one of the (512,512)
squares of the screen of Figure 3. Hence, the display limit has been
arbitrarily chosen to approximate TV, *and match the DICONED picture
making facilities available.

Once a scan line has been identified, a Bresenham (12) type line
drawing algorithm is used to increment through a square grid database
in a regular fashion. This integer increment is of proper world
dimension to allow at least two world data points to map to each
pixel. As the range from the viewpoint increases the required ground
resolution decreases. Therefore, a database with many levels of
resolution has been developed as a part of the REAL SCAN concept.
Each level of resolution, called a hierarchy level, will have half the
resolution of the previous hierarchy level.

Each hierarchy level is identified by a pseudo exponent called
ICL. The relative integer increment, NCR, between data points in a
particular hierarchy level is identified by

30

.. .-,,.... .... .,-. •. .-- , :l. .



NAVTRAEQIUIPCEN 80-D-0014-2

* W
U EYEW

1  SCREEN

z

2

WORLD

x 4

Figure 3. Scan Line Geometry.

NCR = 2 ( ICL-1)(1

The database is required to provide height and reflectance infor-
ination for any valid database coordinate (IPP(1), IPP(2)). The data-
base consists of mathematical functions to model the environment.
Therefore, a large variety of databases can be developed in a short
period of time.

The height data is used to compute visibility. Visibility is
determined by the method of similar triangles. These triangles are in
a common plane defined by the eye point and the scan line. With this
technique, the test point is compared against the last visible point.

Once a visible point is found, the intensity of the point is
calculated and an integer projection routine computes the screen
location for that point. These screen coordinates are used as an
address to sum the reflectance value in a screen buffer called
ITE1NBUF. This buffer is then filtered and the result is ready for
display.
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The development of a fast and efficient CIG (Computer Image
Generation) system requires as few divides and multiplies as possible,
except in powers of two since this implies a shift of the bit posi-
tions. Also integer arithmetic is preferred to floating point unless
the routine has a negligible impact on the computation time. Several
techniques have been developed to minimize divides. These techniques
are employed in the integer FORTRAN routines of REAL SCAN listed in
Table 1.

Coordinate Systems

The following right handed orthogonal coordinate systems are used
in the REAL SCAN routines:

1. World
2. Eye
3. Screen
4. Nadir Centric World
5. Eye Centric World

The coordinate systems are defined below.

WORLD

The World coordinate system uses the symbols X,Y,Z to represent
the axes. The X and Y axes map directly to the square grid data base.
The Z axis represents altitude above a flat world.

EYE

The Eye coordinate system uses U,V,W for axes symbols. The U and
W axes map directly to the screen axes, while the V axis represents
the view vector. The Eye coordinate system is related to the World
coordinate system by the eye location, (IXE,IYE,IZE), and the rotation
matrix, ROT. ROT defines the present eye orientation relative to the
reference eye orientation in which, U=X, V=Y, W-Z. These systems are
depicted in Figure 4.

A point in the World coordinate system (X,Y,Z) is transformed into a
point in the Eye coordinate system (U,V,W) by the matrix multipli-
cation

=[ROT] [lIE! (2)
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S V

WORLD ORIGIN

X

Figure 4. Eye and World Coordinate Systems.

SCREEN

The display screen, called ITEMBUF, will consist of an array of
(NX,NY) pixels. This screen buffer can be accessed in the same manner
as any FORTRAN array. Therefore, the top lefthand pixel will have an
address of (1,1) and the bottom righthand corner will have an address
of (NX,NY). The simplest screen structure, from a mathematical stand-
point, for the projection algorithm is a center oriented screen. If
the screen has an odd number of pixels, then the origin is in the
center, but if the screen has an even number of pixels, then the
origin is arbitrarily chosen to be in the pixel to the lower right of
the center. Figure 5 depicts both screen formats.

A point on the screen (IXS,IYS) is mapped into a point on the
screen buffer (IXBS,IYBS) by the following equations.

IXBS = IXS + NX/2 + 1 (3)

IYBS = IYS + NY/2 + 1 (4)

The rectangular screen with square pixels and physical dimensions
LX and LY will be oriented perpendicular to the view vector. The
center of the screen will be at any arbitrary location (IUS,IVS,IWS),
as long as IVS is greater than zero. The eye U and W axes correspond
to the XS and -YS axes of the screen. The Screen and Eye coordinate
systems are depicted in Figure 6.
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Figure 5. ITEMBUF and Projection Screen.
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(IUSIVS.IWS)

EYE V

LY

U"IU

Figure 6. Screen and Eye Coordinate System

NADIR CENTRIC WORLD

The Nadir Centric World coordinate system has the same orienta-
tion as the World coordinate system except the origin is at the nadir.

EYE CENTRIC WORLD

The Eye Centric World coordinate system has the same orientation
as the World coordinate system except the origin is at the eye.
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Fortran Routine Documentation

The FORTRAN files are separated into two types, FORTRAN routines
and FORTRAN common modules. The common modules (PGCONDAT.FOR and
PGBUF.FOR) aid in program development.

PGCONDAT. FOR

PGCONDAT.FOR is a FORTRAN file which identifies a global common
area of memory. Variable types and dimensions are specified in this
routine. PGCOMDAT is incorporated into other routines by the non-
standard FORTRAN statement INCLUDE PGCONDAT. FOR.

PGBUF. FOR

PGBUF.FOR identifies the Screen Buffer, ITENBUF, as an array with
dimension (512,512) of two byte signed integer. This common area of
memory is only allocated, when needed, to a routine through the
INCLUDE statement.

PGMAIN. FOR

-'" PGNAIN.FOR is the main FORTRAN file which controls the program
flow. When this program is executed, the following menu is given to
the user:

1. RUN SCENE

2. WRITE ITEMBUF

3. READ ITEMBUF

4. CREATE A PICTURE ON THE DICOWED

5. STOP

The FORTRAN file, PGMAIN.FOR, consists of the menu and the
following subroutines: READ, INPUT, OUTPUT, TESTPR, RUN.
These subroutines are described below:

1. Subroutine Read

READ allows the user to read a previously created scene into
ITEMBUF with the intention of creating a picture on the
DICONED, a machine which creates a Polaroid picture of
ITEMBUF, by converting the reflectance value into light
intensity. The most efficient method, which we have found,
to store large amounts of data on the VAX-11/780 is by the
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"FORMAT (66A2)" statement. This format converts INTEGER*2
data into ASCII format. The read has the following format:

READ (IFILE,1000) ((ITEMBUF(I.,J),I=1,IFILDIM),J=1,IFILDIM)
1000 FORMAT(66A2)

IFILE specifies which file is to be read and IFILDIM is the
dimension of the screen in pixels.

2. Subroutine INPUT

INPUT allows the user to input all the required information
to compute a scene. Table 2 identifies this input infor-
mation.

The screen center and the screen length define the field of
view, while screen size and screen length define the number
of square pixels in the screen. IFIRST, IEND, and ANGLE-
FACTOR are used to define the scan lines. Test pictures are
created in a short period of time by using the following two
techniques: (1) Identify a large scale factor for the angle
between scan lines (ANGFACTOR). This technique samples the
scene. (2) Identify the starting scan line (ISTART) and the
last scan line (IEND) numbers, such that only a wedge of the
scene is computed.

TABLE 2. INPUT DATA

FORTRAN VARIABLES DESCRIPTION VALUES

(IXE,IYE,IZE) EYE LOCATION
PITCH BANK HEADING EYE ORIENTATION
(IUS,IVS,IWS) SCREEN CENTER 0,1,0
LX,LY SCREEN LENGTH 1,1
IFILDIM SCREEN SIZE 512
IDATBAS DATABASE CHOICE (1, ... 5)
ISTART,IEND FIRST AND LAST

SCAN LINES 1,2000
ISCALE THE SCALE FACTOR

FOR THE ROTATION
MATRIX 2500

IDIV A DIVISION FACTOR
TO PREVENT OVERFLOW 3

ANGFACTOR A SCALE FACTOR FOR
THE ANGLE BETWEEN
SCAN LINES .86

ICASE A VARIABLE TO SELECT
ONE OF THREE ROTATION
MATRIX APPROXIMATIONS 3
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3. Subroutine Output

OUTPUT prints the following pertinent information shown in
Table 3. This data is used to identify the scene, and to
aid in program development.

TABLE 3. OUTPUT DATA

NAME DESCRIPTION

ROT(3,3) The rotation matrix which defines
the eye's orientation

PROJ(4) An array which identifies if a
corner projects to the ground (1)
or the horizon limit (0)

NADIR A flag which identifies if the
nadir is outside (0) or inside (1)
the footprint

COR(4,3) An array which contains the loca-
tion of the 4 corners in EYE
CENTRIC WORLD coordinates

CW(4,2) An array which contains the 4
corners of the footprint

ANG The angle between scan lines in
radians

CANG(4) The angle through the nadir to each
corner relative to corner 4, thus
CANG(4) = 0

4. Subroutine Testpr

TESTPR, which is for test purposes only, will find the
screen location of any world point. The standard floating
point projection technique for finding the screen coord-
inates is given by

XS = ICONST*UP/VP (5)

YS = -CONST*WP/VP (6)

(UP,VP,WP) is the point in the EYE coordinate system.
ICONST is a factor which is the product of the number of
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pixels per unit screen length and IVS. XS and YS are the
screen coordinates. Subroutine TESTPR aided in program
development.

TA

INITIALIZE ALL
SCENE PARAMETERS

5.- t INITIALIZE ALL

SCAN LINE PARAMETERS
FOR I SCAN LINE

< STELS CNYES 
FILTER AND/OR

FIND THE FIRST VISIBLE STOP
POINT ON THE SCAN LINE

PROJECT THE FIRST
VISIBLE POINT ON THE

SCREEN BY AN INTEGER DIVIDE

ACCUMULATE THE
REFLECTANCE VALUE INTO
THE SCREEN BUFFER AND

INCREMEN THE COUNT BUFFER

2

Figure 7-A. Start of the Flowchart for Subroutine Run.
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5. Subroutine Run

RUN is used to control the program flow for computing the
scene. RUN calls all the FORTRAN subroutines in the proper
order to create the scene. This subroutine is depicted in
the flowchart of Figures 7-A and 7-B. Each rectangular
block of the flowchart identifies a function which is per-
formed by one of the subroutines listed in Table 1.

w2

FIND THE NEXT UVISIBLE POINT ON
THE SCAN LINE

PROJECT THE NEXT :!MULATE THE
VISIBLE POINT WITHOUT SKY TO THE OUTER

ANY DIVIDES EDGE OF THE SCREEN

HSTEOTRYES

" ... .. _ I NO

i ~ ACCUMULATE THE REFLECTANCE I

• VALVE INTO THE SCREEN BUFFER
AND INCREMENT THE COUNT BUFFER

Figure 7-B. Completion of the Flowchart for Subroutine Run.
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PGSCENE.FOR

The purpose of this subroutine is to initialize or compute all
, the scene constants. Figure 8 depicts the EYE coordinate system
and the screen. The eye orientation is defined by the pitch,
bank, and heading angles. The eye location in WORLD coordinates
is (IXE,IYE,IZE). The screen corners are numbered from one to
four as shown in Figure 8. These numbers define the indices of
the variables in Table 3. The scene constants are described
below.

HEADING t6 YS (IUS.IVS.IWS)

4 BANK
(IXE.IYEIZE) 4.

PITCH
U

Figure 8. Eye Coordinate System and Screen..

1. ROT(3,3)

ROT is the rotation matrix which defines the eye orienta-
tion. ROT is computed from the matrix multiplication of the
matricies for heading, pitch, and bank in that order.

2. IROT(3,3)

IROT is the scaled integer representation of ROT. (i.e.,
IROT = ISCALEAROT)

3. COR(4,3)

COR is the location of the four Screen corners in the EYE
CENTRIC WORLD coordinate system. COR is computed by the
matrix multiplication of the constant location of the
corners in the EYE coordinate system by the inverse or
tranpose of ROT.
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4. CMAG(4)

CMAG is the distance from the nadir to each corner along the
flat earth, (i.e., Z =0). Figure 9 shows the location of
the dropped corners. The asterisk (*) used in Figure 9
denotes all possible values rather than a single value,
(i.e., COR(1,*) means the point COR(1,1), COR(1,2),
COR(1,3)). This notation is used throughout this paper.

W

COR(2.#)
(IXEIYEIZE) COR(1)

I

U

COR(4,) I
II I

I I
I iI

WORLD ORIGIN --- Y 2

4
* x

Figure 9. Dropped Screen Corners

5. CROSS(4)

CROSS is the cross product of adjacent dropped screen
corners in the order 4,1,2,3,4. The corss products are in
the Z direction in Figure 9.

Thus, CROSS(l) corresponds to COR(4) X COR(1), while CROSS
(4) corresponds to COR(3) X COR(4). Sign changes in CROSS
determine where the nadir is in relation to the footprint on
the ground.

41



NAVTRAEQUIPCEN 80-D-0014-2

6. CANG(4)

CANG is the positive angle around the nadir from COR(4) to
each of the other corners. The arctangent function is used
to compute these angles.

The current version of PGSL.FOR, the routine which defines
each scan line, requires that CANG be such that:

CANG(3) > CANG(2) ? CANG(1) > 0

This requirement simplifies scan line generation.

7. NADIR

NADIR is a flag which indicates whether the nadir is inside
(NADIR = 1) or outside (NADIR = 0) the footprint. If all
the cross products have the same sign then the nadir is
inside the footprint.

8. ANG

ANG is the angle in radians between each scan line. The
goal in designing these routines is to calculate ANG such
that at least two scan lines cut through each pixel. The
current method which calculates ANG is given by

ANG = ANGFACTOR*(LX*LX + LY*LY)/(3*CMAG(1)*CMAG(1)*NX) (7)

Perhaps the best method to compute ANG would be one which
delivers a constant number of scan lines, at least 1024 and
perhaps limited to around 1500. This is accomplished by
dividing the total scene angle by the desired number of scan
lines. This technique will also yield a signed angle which
is required.

9. PROJ(4)

PROJ is a flag which identifies if a corner projects to the
ground or the horizon. PROJ is determined by the sign of
COR(*,3). If COR(*,3) is greater than zero, then the cor-
responding corner is above the eye, and PROJ(*) equals zero.
If the corner does project to the ground then PROJ(*) equals
one.

10. CW(4,2)
1 CW is the NADIR CENTRIC location of the intercepts of the

line from the eye through the corner onto the ground plane
(i.e., Z 0). If the corner does not project to the
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ground, (i.e., PROJ(*) = 0), then CW(*,*) has a length equal
to the horizon limit, HORIXONLIM. If the corner does pro-
ject to the ground, (i.e., PROJ(*) =1), then CW(*,*) is
computed from the method of similar triangles).

11. AA(4,2)

AA identifies the bounding lines of the footprint of Figures
1 or 3 and is computed by subtracting X and Y components of
adjacent corners, CW. AA is used to compute the initial
lower bound point, for visibility purposes, for each scan
line.

12. ADDITIONAL VARIABLES

The remaining variables or constants initialized in PGSCENE
are described in Table 4.

TABLE 4. REAL SCAN VARIABLES INITIALIZED IN PGSCENE

NAME DESCRIPTION EQUATION

ICRASH The scaled distance from IVS*ISCALE/IVIV
the Eye to the Screen

NPL The number of pixels per IFILDIM - 1
unit length

NX Pixels along the X axis NPL*LX
NY Pixels along the Y axis NPL*LY
ICONSTX a constant used in PGPROJ NPL*VS
JCONSTX A constant used in PGPROJ NPL*US
JCONSTY A constant used in PGPROF NPS*WS
NPIX The value of the end pixel NX + 1

test in PGPROJ
IAXIS The axis index for the end

pixel test in PGPROJ .1
HORIZONLIN The distance from the Eye

to the Horizon 45000
IFIRST A flag which identifies the

first scan line 1
IFINISHED A flag which identifies

that the last scan line is
completed 0

SUMANG The angle accumulator for
the scan lines 0

KSL A corner counter 1
IXSO The last X Screen Coordinate 0
IYSO The last Y Screen Coordinate 0
KCOUNT The counter for the number

of times a pixel is addressed
on one scan line 1

IPOWER The value of the power of
two that the pixel count is
compared to 1

43

- -- " '- " " . " "



-t NAVTRAEQUIPCEN 80-D-0014-2

PGSL. FOR

*,. PGSL.FOR is a subroutine, called once per scan line, whose pur-
pose is to calculate all scan line parameters. Each scan line
passes through the nadir, the lower bound (LOW), and the horizon
•(IXH,IYH). However, the horizon, in NADIR CENTRIC coordinates,

-' completely defines the scan line, (i.e., as a vector from the
nadir to the horizon). Figure 10 depicts the scan lines.

CW(W,*

NADIR

"! CW(4,*)

through the line between corners 3 and 4, (i.e., CW(3,*), CW(4,*)
of Figure 10). However, Appendix E describes an improved version
not subject to this restriction. The output of this routine is
the horizon and the lower bound for each scan line, which are
defined as follows:

1. IXH,IYH

The first scan line extends from the nadir to corner 4, or
CW(4,*). Thus, the horizon for the first scan line (IXH,
IYH) is computed by the method of similar triangles
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SCALE = HORIZONLIM/CMAG(4) (8)

IXH = SCALE*COR(4,1) (9)

IYH = SCALE*COR(4,2) (10)

In general, we can compute the horizon for a new scan line
by rotating the previous scan line thorugh the scan line
angle, ANG,. Equation (11) illustrates this rotation

IIXH =[ COS(ANG) SIN(ANG) [IXH]

* LIYHJ -SIN(ANG) COS(ANG)JLIYHJ (11)

Since ANG is small, the rotation matrix is approximated by
equations (12) and (13). This eliminates the need to com-
pute the SIN and COS functions

COS(ANG) - 1 - ANG*ANG/2 (12)

SIN(ANG) - ANG (13)

LOW(2)

The lower bound, LOW, is the point on the scan line which defines
the angle for the first visible point. If the nadir is inside the
footprint then LOW is the nadir, otherwise LOW will be the first
intercept of the scan line with the footprint. This first intercept
has been limited to the line between corners 3 and 4 in Figure 10,
defined by AA(4,*). The equation for computing the lower bound is
developed in Appendix J, and is

LOW(1)" = LOW(l) +A*T (14)

LOW(2)Y = LOW(2) + B*T (15)

LOW(l) and LOW(2) are the last computed lower bound and LOW(1)Y and
LOW(2)" are the new lower bound. A and B is the signed distance along
the X and Y axes between corners 3 and 4. T determines the change in
lower bound points based upon the footprint and the scan line. T is
dimensionless.

The subroutine PGSL determines which wedge of the scene is being
computed by means of SUMANG. The angle accumulator, SUMANG, is tested
against the angle to the next corner, CANG(*), to determine when a
wedge has been completed. If the wedge has been completed, several
wedge constants must be set to new values. These constants are:

(-2 IAXIS The screen axis to test against
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• 1

NPIX The pixel along the IASIX, which identifies the end of the
scan line

KSL The corner counter

Figure 11 identifies three wedges and the values of the corresponding
wedge constants.

2 1

IAXIS =1 IAXI$ = 2 IAXIS 1

NPIX =0 NPIX = 0 NPIX NX

KSL 3 KSL =2 KSL 1

3,; 4

NADIR

Figure 11. Wedge Constants.

PGVIS. FOR

The purpose of this subroutine is to initialize the Bresenham
• line drawing algorithm in PGSCAN.FOR. The Bresenham algorithm is

described in the PGSCAN. FOR subsection of this section. The variables
of Table 5 are initialized in PGVIS. FOR.

TABLE 5. PGVIS.FOR INITIALIZATION VARIABLES

NAME DESCRIPTION
ICASE The value of the fastest changing index
IOTHR The value of the slowest changing index
IXH The NADIR CENTRIC WORLD X coordinate for the horizon
IYH The NADIR CENTRIC WORLD Y coordinate for the horizon
IF(2) Equivalenced to IXH,IYH
NCR The relative distance between data points on the ICASE axis
ICL The database class which defines the resolution
JXY2 The distance to the horizon along the IOTHR axis
IXY2 The distance to the horizon along the ICASE axis
IOXY One half of IXY2
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INC The direction of the ICASE axis, (i.e., ±1)
INCIO The direction of the IOTHR axis, (i.e., ±1)
IP(3) The world point in NADIR CENTRIC WORLD coordinates IP is

equivalenced to IXPIYP,IZP
IPP(2) The point in WORLD coordinates (i.e., IPP = IP + IEYE)
IEEE The Bresenham error accumulation term
NPN(2) An index which is used to determine database hierarchies
IQ(2) IPP divided by 1024*NCR (for hierarchy crossing logic)

PGVIS.FOR computes the following scan line initializations:

1. ICASE, and IOTHR

The ICASE axis is the fast moving axis index while IOTHR is the
slow moving axis index. Figure 12 depicts the ICASW and IOTHR axes.
ICASW and IOTHR are determined as shown by the following FORTRAN code.

IF (ABS(IXH) .GT. ABS(IYH)) THEN
ICASE = 1
IOTHR = 2

ELSE
ICASE = 2
IOTHR = 1

ENDIF

2. ICL = 1
NCR = 1

3. INC = ISIGN(1,IF(ICASE) !(.ie ±1)
INCIO = ISIGN(1,IF(IOTHR) !(.ie ±1)

4. IXY2 = ABS(IF(ICASE))
JXY2 = ABS(IF(IOTHR))
IDXY = IXY2/2
IEEE = JXY2 - IDXY

5. IP() = 0
IPP(*) = IEYE(*)
NPN(*) = IPP(*)/1024
IQ(*) = IPP(*)/1024

PGSCAN. FOR

This routine performs five major functions for each new point
along a scan line:

1. Compute the point along the scan line by the Bresenham line
- drawing algorithm.
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2. Perform a call to the database subroutine to obtain the
point's elevation.

3. Determine if the point is visible.

4. Determine if the point's range exceeds a hierarchy level
boundary.

5. Determine if the point's range exceeds the horizon limit.

The algorithm used for line drawing is very similar to the algor-
ithm developed by Bresenham (12). However, it is designed so that
each iteration changes the ICASE axis by INC*NCR, the proper integer
increment in each hierarchy. The other coordinate may or may not
change depending on the error term, IEEE, maintained by the algorithm.
This error term contains a scaled integer representation of the dis-
tance between the exact path of the line and the closest integer
coordinate generated.

The error term is initialized to represent -1/2. Each iteration
adds to the error term until it is greater than zero, which identifies
a need to increment the IOTHR coordinate by INCIO*NCR, and decrement
the error term. The following FORTRAN code implements this version of -.
Bresenham's algorithm.

IEEE = JXY2 - IDXY
10 IF (IEEE .GT. 0) THEN

IP(IOTHR) = IP(IOTHR) + INCIO*NCR
IEEE = IEEE - IXY2

ENDIF
IP(ICASE) = IP(ICASE) + INC*NCR
IEEE = IEEE + JXY2
perform visibility test
GO TO 10

.4

Thus, the error of the points created by the Bresenham line is at
* most NCR/2 units. As the points on the ICASE axis are incremented,

the error term (IEEE) becomes more positive. When IEEE is greater
than zero the IOTHR axis is incremented. Figure 12 depicts a typical
Bresenham line. This algorithm only involves adding and testing to
create the line. No multiplication is needed.
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IOTHR

+2 2NCR

NCR °-k SCAN LINE

-~ ~ N~ICR
- CASE

Figure 12. Bresenham Type Scan Line.

Visibility is a test which determines if the point is visible or
not. Visibility is performed using the method of similar triangles.
Figure 13 illustrates the procedure for the visibility test.

Z

EYE

LOW(S) -

A(3)
ICASE

LOW(ICASE) A(ICASE) IP(ICASE)

Figure 13. Visibility.

LOW is the initial lower bound computed in PGSL.FOR. The test point
is IP. IP is visible if the angle form the horizontal to the line
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from the eye to IP,O, is less than the angle for the last visible
point,p. Thus, the point A is not visible. The method of similar
triangles implies IP is visible if

o IE(3) - LOW(3)]/LOW(ICASE) < [IE(3) - IP(3)]/IP(ICASE) (16)

or if

[IE(3) - LOW(3)]*IP(ICASE) < [IE(3) - IP(3)]*LOW(ICASE) (17)

If this occurs, then LOW is set to IP and IP is visible. Therefore,
the visibility test is performed without any divides.

The data base hierarchy boundaries occur at fixed World Coordin-
ates. Each hierarchy is identified by the class number, ICL. The
distance between valid points in any class is NCR, where NCR =
2**(ICL-1). The width of each class has been arbitrarily set equal to
1024*NCR, which approximates the desired ground accuracy of 1/2 pixel
resolution for a display screen having 512 pixels on each edge.
(Appendices F and 0 discuss scan line improvements.)

The class assignments are made relative to the nadir. In other
words the nadir is always in class 1. Two variables NPN and IQ are
maintained to identify a class change. NPN and IQ are initialized in
PGVIS. FOR to IEYE/1024. After the Bresenham type algorithm produces a
point IPP, then IQ is set to IQ = IPP/(1024*NCR). The test for the
hier-drchy boundary crossing is given by the following FORTRAN code:

IF((IQ - NPN) .GT. 1) THEN
"NEW CLASS"
ICL = ICL + 1
NCR = NCR*2
NPN = NPN/2

ENDIF

When a class bondary has been crossed, the point may or may not
be a valid point in the new class. Valid points are determined by

VALID POINT = NCR*1024 + NCR/2 (18)

Thus, all class two points, in Eye coordinates, are odd. After the
closest valid point to the scan line has been determined, the
Bresenham error term must be modified to account for this new point
(IP1,IP2). The Bresenham error term is reinitialized as depicted by
the following FORTRAN code:

IEEE = -IDXY + (IP1*JXY2*INC - IP2*IXY2*INCIO)/NCR
IF(IEEE .GT. 0) THEN

IP2 = IP2 = INCIO*NCR
IEEE IEEE - IXY2

ENDIF
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The point IP is then set equal to (IP1,P2).

If the horizon limit, HORIZONLIM, has been reached by the scan
line before the end pixel on the screen has been reached, then sky is
simulated. The sky corresponds to a wall with infinite height,
located at the horizon, whose reflectance is an exponential function
from light to dark.

PGPROJ. FOR

The main function of this routine is to compute the screen coor-
dinates of a visible world point (IXP,IYP,IZY). This routine also
determines when the scan line is finished. The mathematics for this
routine are developed in Appendix K. Appendix H describes an improved
projection algorithm. Generally, a projection of every point in the
scene requires two floating point divides, one for each screen axis.
But since data flows in a regular fashion, along a scan line, it has
been possible to develop a projection algorithm which only requires
two integer divides per scan line. Thus, eliminating approximately
one thousand divides for the visible points that are processed on a
typical scan line, at the expense of additional multiplies, adds, and
compares for each visible point.

These two divides are required to initialize the projection
. algorithm, by computing the closest integer location for the first

visible point and setting up the projection error terms. These error
terms represent the fractional portion of the exact screen location
for the visible point. Each successive point is represented by its
relative distance from the previous visible point. This relative
distance is then used to update the error terms, which are then tested
for a pixel boundary crossing. In order for this routine to perform
properly, adjacent visible points must map to the same or an adjacent
pixel. Hence, the length NCR must map to less than one pixel side's
length. There are two parts to the projection algorithm, initializa-
tion and the iterative incremental part.

The initialization section is called once per scan line, for the
first visible point. The function of the initialization portion is
to:

1. Compute the screen location of the first visible point.

2. Initialize the error terms JERRU and JERRW which represent
the fractional portion of the screen coordinates.

3. Compute the scan line direction on both screen axes, (INCXS,
INCYS).

The general procedure to compute the screen coordinates of a
visible point is to find the location of that point in the EYE coor-
dinate system by multiplying the EYE CENTRIC WORLD point by the tran-
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pose of ROT. Then to project that point onto the screen by the method
of similar triangles.

Since the visible point, (IXP,IYP,IZP), is given in NADIR CENTRIC
WORLD coordinates, one must subtract the eye's height from the height
of the visible point and matrix multiply the result by IROT to find
the point in EYE coordinates, (IUP,IVP,IWP). The equations used to
transform a point in WORLD coordinates to a point in EYE coordinates
are

IZPT = IZP -IEYE(3) (19)

IVUP1 = (IROT] I YP

IWP LIZPTJ (20)

Figure 14 depicts how one projects the visible point, (IUP,IVP,
1WP), onto the screen when the screen center is at (O,IVS,O).

W

(IXS.IYS) (IUP,IUP.IWP)

: EYE , /---V

U

Figure 14. Projection Triangles.

From similar triangles, the screen coordinates (IXS,IYS) are given by

IXS = (IVS*IUP/IVP)*(NX/LX) (21)

IYS = -(IVS*IWP/IVP)*(NY/LY). (22)

The term (NX/LX) is a scale factor corresponding to pixels per
unit scre., length. If the screen center is at an arbitrary location
(IUS,IVS,IWS) then the screen coordinates are
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IXS = (IVS*IUP/IVP)*(NX/LX) - IUS*(NX/LX) (23)

IYS = -(IVS*IWP/IVP)*(NY/LY) - IWS*(NY/LY). (24)

Since the pixels are square, one can define the number of pixels
per unit length, NPS, as

NPS = NX/LX = NY/LY. (25)

Then the screen coordinates are

IXS = [IVS*IUP/IVP IUS]*NPL (26)

IYS = [-IVS*IWP/IVP - IWS]*NPL (27)

If we define

ICONST = IVS*NPL (28)

JCONSTX = IUS*NPL (29)

JCONSTY = IWS*NPL (30)

then

IXS = ICONST*IUP/IVP - JCONSTX (31)

IYS = -ICONST*IWP/IVP - JCONSTY. (32)

Since the screen coordinates (IXS,IYS) are integers, two error
terms are created to manage the fractional portion of the screen
coordinates. Each pixel is defined at the center by its screen coor-
dinate (IXS,IYS). Therefore, the pixel boundary occurs at (IXS ± 1/2,
IYS ± 1/2). Figure 15 depicts three pixel boundaries.

Therefore, based on Figure 15 the pixel boundary crossing occurs
at 1/2 or -1/2 of a pixel width. Since the exact screen coordinate XS
is

XS = IXS + FRACX = ICONST*IUP/IVP -JCONSTX (33)

then

FRACX*IVP = ICONST*IUP - (JCONSTX + IXS)*IVP. (34)

Therefore, the error term is

JERRU = FRACX*IVP (35)
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4 Figure 15. Three Pixel Boundaries Along the IXS Axis.

A comparison of JERRU to IVP/2 or -IVP/2 is equivalent to compar-
ing FRACX to 1/2 or -1/2, which defines a pixel boundary. An
efficient method to compute JERRU is

JERRU =ICONST*IUP - JIX*IVP (36)

*JIX is defined by

JIX = JCONSTX + IXS (37)

Once the error terms have been initialized, they are compared to
IVP/2 or -IVP/2. This comparison will determine if the first point
actually belongs in an adjacent pixel, due to truncation. The follow-
ing FORTRAN code depicts how JERRU and IXS are updated:

IF ((2*JERRU.GE. IVP).OR. (2*JERRU. LT. -IVP))THEN
INC = ISIGN(1,JERRU)
IXBS = IXBS + INC
JIX = JIX + INC
JERRU = JERRU - IVP*INC

ENDIF

A similar error term JERRW for IYS is

JERRW = -ICONST*IWP -JIY*IVP (38)

JIY is defined by

JIY =IYS -JCONSTY (39)
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These two error terms have now been initialized for the next
visible point.

One can identify the direction in which the scan line moves
across the screen (INCXS,INCYS) as [-1, 0, +1]. The value of (INCXS,
INCYS) will determine the pixel boundary crossing test which is to be
applied to the error terms. Appendix K develops the mathematics for
determining (INCXS,INCYS). Appendix G develops pixel projection to
fractional pixel accuracy.

After the projection initialization is complete, the projection
algorithm is ready to receive successive visible points along the scan
line. Each new point is represented by its incremental distance from
the last visible point (IXPINC,IYPINC,IZPINC). To compute the screen
coordinates for the new point one must update the two error terms
(JERRU,JERRW) to compensate for this incremental change, and test the
error terms for a pixel boundary crossing. Thus, the projection of a
new point does not require any divides, but does require 2 multiplies,
and 2 adds to update each error term, and 2 compares to determine if a
pixel boundary is crossed. If the pixel boundary is crossed then 1
add and 2 increments are additionally required.

- --If the new point (IXP',IYP',IZP') is represented by its relative

-.. distance from the last visible point (IXP,IYP,IZP), then the relative
distance is

rIXPINCl IXP' - IXP
IIYPINC = IYP - IYPl, (40)
LIZPINCJ LIZP" izPj

These incremental distances can then be rotated into the EYE
coordinate system to yield (IUPINC,IVPINC,IWPINC), by the matrix
multiplication of IROT /

rIUPINC] rIXPINCl
,IVPINCI = [ROT] IIYPINC] (41)
I IWPINC J LIZPINCJ

Once these incremental distances are transformed into the EYE
coordinate system, they are accumulated into the error terms. These
error terms are then tested for pixel boundary crossing. The accumu-
lation is[ FUP'] 1 [UP + IUPINCl

IVP'/= IIVP + IVPINC (42)
LIWe"J LIWP + IWPINCJ

where (IUP',IVP',IWP') is the new point in the EYE coordinate system.
Substituting Equation (42) into the old error term, Equation (36),
yields the new error term
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JERRW = ICONST*(IUP + IUPINC) -JIX*(IVP + IVPINC) (43)

or

JERRUV [ICONST*IUP - JIX*IVP] + [ICONST*IUPINC -JIX*IVPINC] (44)

or

JERRUF = JERRU + ICONST*IUPINC - JIX*IVPINC k45)

A similar equation for JERRW is

JERRW' = JERRW - ICONST*IWPINC - JIY*IVPINC (46)

Once these error terms have been updated for the new point, they
are tested for pixel boundary crossing. The pixel boundary-crossing
test for the new point is similar to that of the first point except
that INCXS and INCYS define the test to be applied. The following
FORTRAN code is the pixel boundary crossing test for the XS axis:

IVP =IVP + IVPINC

IF (INCXS .EQ. 1) THEN
ITEST = IVP -JERRU -JERRU
IF (ITEST ALE. 0) THEN

JERRU = JERRU -'IVP
JIX =JIX + 1
IXBS IXBS + 1

ENDIF

ELSE IF (INCXS .EQ. -1) THEN
ITEST =-IVP - JERRU -JERRU
IF (ITEST .GT. 0) THEN

JERRU = JERRU + IVP
JIX =JIX -1
IXBS =IXBS -1

ENDIF
ENDIF

The projection algorithm also tests each screen coordinate pro-
duced to determine if the end of a scan line has been reached. This
test simply compares the screen coordinate ISBS of IYBS, depending on
the IAXIS value, against the end pixel value, NPIX. NPIX is set to 0,
NX, or NY as defined in Figure 11. The following FORTRAN code is the
end pixel test:

EQUIVALENCE (IXBS,ISCRN(1)) ,(IYBS,ISCRN(2))
IF (NPIX .EQ. 0) THEN

IF (ISCRN(IAXIS) ALE. NPIX) RETURNI
ELSE
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IF (ISCRN(IAXIS) .GE. NPIX) RETURN1
ENDIF

RETURN 1 is a special return to signify that the scan line is
finished.

When the scan line crosses into a new database hierarchy, the
ground resolution is reduced by a factor of 2 raised to the power of
the class change. The class change is not always one since the next
visible point may be far from the last visible point. The following
FORTRAN code identifies the database hierarchy crossing procedure for
the projection algorithm:

IF (IRESOL .NE. IOLORESOL) THEN
NEWRF = 2**(IRESOL - IOLDRESOL)
JERRU = JERRU/NEWRF
JERRW = JERRW/NEWRF
IV = (IV + NEWRF/2)NEWRF
IOLDRESOL = IRESOL

ENDIF

PGLOGLOAD. FOR

This routine stores the scene data in ITEMBUF. Each time a
visible point is projected into the screen, the reflectance data is
accumulated into ITEMBUF and a count buffer, ICNT, is incremented.
Thus, the scene data is averaged by dividing the accumulated pixel
data by its corresponding count.

To prevent overflow of the byte buffer, ICNT this routine only
accumulates pixel data if the count is a power of two. Only data
points whose count is 1,2,4,8, ... will be accumulated into the screen
buffer. This function is called "log filtering."

If the count for the projected point is of a power of two, then
this routine calls the database to determine the reflectance value for
the visible point. Thus, saving the reflectance computation for
points that are discarded.

PGFILTER. FOR

Averaging of the display's data, ITEMBUF, is accomplished by the
subroutine PGFILTER. PGFILTER is called once at the end of picture
creation. The present version of PGFILTER divides the "log filtered"
accumulated pixel reflectance by the number of accumulated data points
projected into that pixel. This yields an average reflectance value.
If a pixel has no data then it is termed a missed pixel, and no
average is performed. The average is computed as shown in the follow-
ing FORTRAN code.
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DO 100 I = 1,IFILDIM
DO 100 J = 1,IFILDIM
KDIV = ICNT (I,J)
IF (KDIV.EQ.O) KDIV = 1
ITEMBUF(I,J) = ITEMBUF(I,J)/KDIV

100 CONTINUE

There is a special entry point called FILT2, within the sub-
routine PGFILTER, whose purpose is to fill any missed pixels (i.e.,
pixels for which ICNT = 0). The fill is computed as the average of
the nonzero adjacent pixels. This is accomplished by summing the
reflectance from the adjacent nonzero pixels and dividing the sum by
the number of nonzero adjacent pixels.

This filter is useful to fill the inherent missed pixels that are
, a result of creating test pictures, which use a large angle factor.

The use of the large angle factor is discussed in the subroutine INPUT
section of this paper.

Another PGFILTER special entry point is CLEAR that clears ITEMBUF
to zero and is called once at he start of the scene computation.

PGDATA. FOR

PGDATA.FOR is the data base used to create the first movie. This
data base consists of block type buildings, holes and roads. The
building tops are painted with a psuedo noise to demonstrate REAL
SCAN's capability for displaying high detail. The data base is a
mathematical model which returns a single height and reflectance value
for any given set of ground coordinates.

The data base coordinates are computed by taking the modulo
(1024) of the ground coordinates. Modulo arithmetic is used so that
only a portion of the environment is defined by the data base. Thus
the data base repeats its pattern every 1024 units.

Second Generation Software

This section of the report will document the major differences
between the second generation REAL SCAN software routines (PZ*.FOR)
and the first generation REAL SCAN software routines (PG*.FOR). These
routines are listed in Table 6. A complete FORTRAN listing of these
routines is given in Appendices FB through FM. Appendix L compares
the two sets of routines for picture creation capability and the CPU
time required to compute an identical scene with both sets of
routines.
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TABLE 6. SECOND GENERATION REAL SCAN SOFTWARE ROUTINES

1. PZCOMDAT. FOR
2. PZBUF. FOR
3. PZNOISE. FOR
4. PZMAIN. FOR INTEGER
5. PZSCENE. FOR INTEGER
6. PZSLINIT. FOR INTEGER AND FLOATING POINT
7. PZSCAN. FOR INTEGER
8. PZPROJ. FOR INTEGER
9. PZNULT. FOR INTEGER "NO OVERFLOW

10. PZLOGLOAD. FOR INTEGER
11. PZFILTER. FOR INTEGER
12. PZDATA. FOR INTEGER

The routines of Table 6 differ from the first generation REAL

SCAN software routines (PG*.FOR) in the following major areas:

1. They have color capability.

2. The programs are organized in a more functional manner.

46 3. The variables IP(*) and LOWN(*) which represent the data
points along the scan line are scaled to a specific number of
bits.

4. Variables are in'EYE CENTRIC WORLD coordinates rather than
NADIR CENTRIC WORLD coordinates.

5. The projection algorithm utilizes a "NO OVERFLOW multiply
routine to compute the projection error terms.

6. The scan lines don't always start at the Nadir.

This section of the report will discuss the differences listed
above.

COLOR CAPABILITY

Color capability is achieved by creating data bases which return
a vector reflectance. The reflectance has three components: blue,
red, and green. The dimension of the screen buffer is changed from
the black and white size of (512,512) or 0.5 megabytes to (3,512,512)
or 1.5 megabytes. This larger size allows all three reflectance
values to be accumulated into each pixel of the screen buffer.
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PROGRAM ORGANIZATION

The black and white routines of Table 1 (PG*.FOR) were reorgan-
ized in the following files:

PZSCENE.FOR consists of all one-time scene operations or initial-
izations. The file PZSCENE.FOR is a combination of the subroutines
PGSCENE.FOR, INPUT, and OUTPUT.

The two scan line initialization routines PGSL.FOR and PGVIS.FOR
in the first generation software were combined into one routine
PZSLINIT.FOR. Thus, PZSLINIT.FOR performs all one time scan line
initializations.

SCALED DATA POINTS

The purpose of the scaled data points is to limit or bound the
number. of bits required to maintain the data point's resolution along
the scan line. This will also bound the number of bits required to
manipulate these data points. The data points IP(*) and LOWN(*) are
scaled by the hierarchy levels.

The data points (i.e., world coordinate) along the scan line grow
in magnitude as the scan line extends from the nadir to the horizon.
But since the data base consists of hierarchy levels, the data points
along the scan line are scaled by the hirarchy level. Thus, the
absolute location of the data point in NADIR CENTRIC coordinates is a
function of the data point's coordinate value and the hierarchy level
in which the data point resides. For example, if the data point is in
a hierarchy level where the relative increment between data points,
NCR, is 2 and one coordinate of the data point is 1000, then that
absolute data point coordinate in NADIR CENTRIC WORLD coordinates is 2
times 1000, or 2000.

The idea of scaled coordinates is achieved by right shifting the
coordinate each time a hierarchy level is crossed. Since each hier-
archy level has twice the relative increment between coordinates as
the previous hierarcial level. The hierarchy levels are separated by
NCRLIM*NCR units. NCRLIM is a constant corresponding to twice the
display resolutions, usually 1024. NCR is the relative increment
between data points in a particular hierarchy level. Thus, the

4 largest the scaled data, point coordinate can be is NCRLIM units.
Therefore, the number of bits ,NBITS, required to maintain the data
point's accuracy is the constant

NBITS = LOG2 (NCRLIM) + 2 (47)

The extra bits are accommodate sign and round off.
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Scaled data points are of benefit to the projection algorithm by
bounding the range of the projection error terms, JERRU and JERRW.
The projection error terms are bounded since the scaled relative
increment between data points is a constant (usually -1, 0, or +1) for
any hierarchy level. Thus, each time a new hierarchy level is crossed
the projection error terms are right shifted to half their prevous
significance. The set of FORTRAN equations which define the hierarchy
boundary crossing are listed below:

IF(NCRLIM .LE. ABS(IP(ICASE)) THEN !NEW HIERARCHY
DO 10 I = 1,3
IP(I) = IP(I)/2

10 LOWN(I) =LOWN(I)/2
JERRU = JERRU/2
JERRW = JERRW/2
IVP = IVP/2

ENDIF

EYE CENTRIC WORLD COORDINATES

All variables which represent altitude are in the EYE CENTRIC
WORLD coordinate system, (i.e., the altitude of the point is relative
to the eye's altitude). This representation of altitude is more
efficient than using the ground plane for a reference, since the
visibility and projection algorithms both use the altitude of the
point relative to the eye. Therefore, when the data base returns an
altitude the eye's altitude is subtracted from the points altitude.
Then the EYE CENTRIC altitude is scaled by the relative increment in
the hierarchy level by dividing by NCR (i.e., scaling to the hierarchy
level without actual division).

"NO OVERFLOW" MULTIPLY

One problem with the projection algorithm of PGPROJ.FOR was that
the computation of the projection error terms (JERRU and JERRW) caused
integer overflows on the VAX-11/780 at NTEC. The new projection
routine, PZPROJ.FOR, utilizes a "NO OVERFLOW" multiply routine to
compute the projection error terms, and yields accurate results.
Thus, the software has been brought a step closer to the anticipated
hardware solution.

From equations (37) and (38) PGPROJ.FOR computes the projection
error terms as:

JERRU = ICONSTI*IUP - JIX*IVP (48)

JERRW = ICONST*IWP - JIY*IVP (49)

The error terms are computed as the sum of two products. If either of
these two products overflows then the computation process for the

" error term overflows and causes a halt in the execution of the scene.
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The VAX-11/780 system allocates 4 bytes to integers. A close
analysis of equation (48) shows that JERRU can overflow the 4 bytes
allocated. This analysis is as follows:

1. ICONST, corresponding to the number of display pixels, is

typically 512 units or 9 bits.

2. IUP is the product of IROT and the data point's range, IP.

3. IROT is the rotation matrix scaled by 2 raised to the N
power, where N is typically 12, corresponding to quarter
pixel resolution.

4. Thus using standard FORTRAN execution processes, JERRU will
overflow the 32 bit range if the point's range is greater
than 11 bits (32 - 9 - 12).

5. Thus if a scaled coordinate exceeds 1024 or -1024 JERRU can
overflow.

This problem is eliminated in the PZPROJ.FOR routine by scaling
coordintes and by using a "NO OVERFLOW" multiply routine. A "NO
OVERFLOW" routine is a routine which is compiled with the NON STANDARD
FORTRAN QUALIFIER NO OVERFLOW. This qualifier suppresses the overflow
detection process on the VAX-11/780 system. Thus the PZPROJ.FOR
routine allows the products to overflow but accurate results are
guaranteed. The result is accurate since, the value of JERRU fs
always smaller than IVP. This is guaranteed because successive
visible points on the scan line are required to map to the same or
adjacent pixels on the screen as the last visible point.

Thus, since IVP does not exceed the 4 byte range, then JERRU will
not exceed the 4 byte range. This implies that the high order bits of

* the two products used to compute JERRU cancel in the summation.
Therefore, a "NO OVERFLOW" multiply routine which sums two large
products to yield a small result is guaranteed to yield accurate
results for the projection routine.

Another significant item is that since the data point's coord-
inates along the scan line are scaled by the hierarchy levels, then
IVP is bounded by a predetermined number of bits. The number of bits
required to maintain IVP is the sum of the number of bits required for
IP and N or 24 bits. Thus the number of bits required to maintain the
projection error terms (JERRU and JERRW) is only 24 bits, rather than
32 bits.

SCAN LINE START

Another significant difference in the second generation REAL SCAN E
software routines is that the scan lines don't have to start at the
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nadir. If the maximum height of the data base is known then the lower
bound angle for a particular scan line is used to determine a safe
starting point for the scan line. Figure 16 illustrates this feature.

The value of IP(ICASE) is determined from the method of similar
triangles as depicted by the following FORTRAN equation:

IP(ICASE) = LOWN(ICASE)*(EYEHEIGHT-MAXHEIGHT)/EYEHEIGHT

The value of the other coordinate IP(IOTHR) is found by multiply-
ing IP(ICASE) by the slope of the scan line.

z

EYEHIEGHT

MAXHIEGHT

ICASE AXISNADIR IP (ICASE) LOWN ICASE)

Figure 16. Scan Line Start Improvement.
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SECTION III

THE DATA BASE PROBLEM

What does it mean to develop a simple method for modeling the
world to display limited resolution? This question must be understood
and answered before one can be guaranteed a solution to simply model-
ing the world. Some of the aspects of a simple real world model are:

1. Capability of modeling highly complex scenes in a simple way
(i.e., simple computation and small amount of data).

2. Need to limit the model's detail to the display's resolution
to eliminate aliasing.

3. Need for anti-aliasing procedures dealing with visible edge
boundaries (i.e., looking over a sequence of distinctly
colored hedge rows running from left to right across the
viewing window, hence partially occulting more distant hedge
rows).

4. Capability to easily match the Kell factor resolution (i.e.,
approximately 3 display pixels per scene line pair) (13).

5. Capability to easily incorporate the fact that resolvable
detail along any line of sight subtends a constant spherical
angle. Hence, the world model's detail should decrease with
range from the eye.

The form of real world data and the form of known modeling
methods impacts the data base problem. A model must be able to repre-
sent the following data types:

1. Man made ground cover such as

a. buildings
b. roads
c. structures
d. farm fields
e. orchards
f. landscaping
g. rubble

13Kell, R. 0.; Bedford, A. B.; and Trainer, M. A. "An Experimental
Television System", Proceedings of IRE, Vol. 22, No. 11, p. 1247,
November, 1934.
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2. Natural ground cover such as

a. desert
b. forest
C. swamp
d. lake or sea
e. stream
f. mountain
g. beach
h. field

It seems most reasonable to expect different modeling techniques
would be utilized to efficiently model these data types. For example,
some form of polynomial seems appropriate to the undulation of terrain
while painted planar surfaces seems appropriate to many buildings and
structures.

The modeling methods impact two aspects of the data base problem:
the form of the source data and the form of the modeled data used to
calculate the scene. The forms may be obviously compatible (i.e., a
terrain elevation map) or clearly require a mapping or translation
(i.e., culture or texture descriptors describing various forms of . -

ground cover, but without exact detail).

The REAL SCAN method of producing a realistic scene for training
has as one of its goals, the capability of automatically transforming
real world data into the computer math model used to calculate the
display. For example, one might imagine photo-planimetry could be
used to accurately describe a high detail scene, such that one would
obtain detailed elevation and color data. However, one is also aware
that few, if any, parts of the world are constant. Vegetation grows
and changes color. The sun produces various shading and shadowing
effects. Hence, the translation of real world data to any computer
math model will probably make use of culture classifiers and inter-
mediate modeling to fill in detail suggested by photographs.

It is important to consider the forms of the original data and
the forms of the math models so that the REAL SCAN efforts can be
placed in perspective. Real world source data may be in the form of:

1. Photographs, suggesting automatic planimetric conversion via
intermediate models

2. Elevation maps on a regular grid with culture files describ-
ing the ground cover, suggesting conversion via intermediate
models.

a
3. Some combination of 1 and 2 above. The clear need for

modeling suggests representative terrain could be directly
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generated from the intermediate models, and placed in the
form of the real time computer generated math model. For
example, trees could be modeled via Csuri procedures (14,15)
giving full volumetric modeling. The appearance of tree
leaves could also be "grown" on the surface of an ellipsoid
which allowed both color and transparency so that full 3-D
effects are present (16). Without the complexity of volu-
metric modeling, trees could also be grown on a plane
surface which allowed color and transparency but the full
3-D effect would not be present.

These examples suggest the need to classify various modeling
methods generally and correlate the modeling method with character-
istics of the real world data. Current CIG methods make use of plane
surfaces to model the training scene. Large planar surfaces achieve a
substantial degree of data compression. However, complex scenes
suggest that planar surfaces, with complex texture painted on the
surfaces, would have their dimension reduced to approximately pixel
size. If a surface dimension approaches four pixels, then it is clear
that both less data and fewer computations would be required if the
data were stored in ground coordinates. First of all, two variables
need not be stored for a fixed world point since these correspond to
the address of the data. Secondly, no sorting is required to access
data. Finally, the same model could be used to interpolate over the
surface, but the color data in real world coordinates need not be
calculated except if the data is visible. These arguments against
planar surfaces are not valid when the scene detail is sparse, but the
breakpoint where minimal REAL SCAN detail requirements matches planar
surface modeling has not been determined.

Some of the ways that one can model highly complex scenes where
two coordinates correspend to data base address are:

1. Polynomial coefficients describing elevation or color
surfaces.

14Csuri, C.; Hackathorn, R.; Parent, R.; Carlson, W. and Howard,
M. "Towards an Interactive High Visual Complexity Animation System",
SIGGRAPH '79 Proceedings, p. 289-299, August, 1979.

15Marshall, R.; Wilson, R.; and Carlson, W. "Procedure Models for
Generating Three-Dimensional Terrain", SIGGRAPH '80 Conference
Proceedings, pp. 254-259, July, 1980.

16Gardner, G. "Computer Generated Texturing to Model Real World
Features", Proceedings of the 1st Interservice/Industry Training
Equipment Conference, pp. 239-245, November, 1979.
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2. Interpolation formula using the data base grid (i.e.,
Overhauser-Coons patch, etc.).

3. Function coefficients such as Fourier coefficients with a
trigometric look up table.

4. Culture map dependent upon world coordinate and data type
parameter (i.e., creation of look up tables for various data
types having proper statistical properties such that a
modulo index of the world address also corresponds to the
look up table address).

5. Use of signed numbers in the color generation models to
generate nearly arbitrary curves between regular grid points
(i.e., a stream's meandering boundaries can be generated by
forcing a parabolic or higher order function to interpolate
a regular grid such that the function changes sign to indi-
cate blue).

6. Feature maps such as the surfaces of buildings or struc-
tures, or feature patterns (i.e., color and transparency on
an ellipse to represent a tree or bush).

These are modeling schemes which have been considered for REAL
SCAN. However, only some of them have been investigated to any depth.

REAL SCAN Data Base Models

The modeling approaches which have been investigated to date are
all based upon a regular grid of addresses to access tae model.
Further, only single value elevation models have been considered to
date. The models are:

1. Functions to model terrain elevation, such as Z(X,Y)=A(sin W
X)(sin WY). Reflectance information is obtained via an
arbitrary sun vector and assuming the surface is a diffuse
reflector.

2. Planar surfaces to model buildngs. Reflectance is assigned
to the surface as a function of position, creating regular
or arbitrary patterns.

3. Culture maps to simulate a range of terrain including
forest, field, lake, and beach. The maps are interpolated
for both elevation and color. Reflectance information is
obtained via an arbitrary sun vector and assumino the
terrain is a diffuse reflector.

The recognition of decreased resolution with range has been
implemented by making 11 data base levels in our hierarchy. Hence, if
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one is in hierarchy 1, nearest the eye, then ground coordinates change
in units (i.e., 1,2,3,4,5, ... an increment of one). If the scene' s
data next comes from hierarchy 2, then ground coordinates would
increment by two's. Hierarchy boundaries depend upon range from the
eye to the ground coordinates. The change between hierarcy 1 and
hierarchy 2 occurs approximately where the spherical angle subtended
in hierarchy 2 matches the desired real world resolution (i.e., we are
investigating the impact of about two ground points per linear pixel
dimension or about four ground points per pixel.)

Details of the REAL SCAN data base models will be presented later
in this section. At this point, a development based upon the sampling
theorem and eye point motion is presented to generate estimates of
potential data compression and memory size required to accommodate
both the currently generated scene and a gaming area. Appendix B
further develops memory requirements versus gaming area.

Data Base Modeling Estimates

Let us consider a frequency limited function such that the short-
est period (corresponding to the highest frequency) is defined. The
sampling theorem requires at least two points per shortest period to
reconstruct (i.e., closely approximate) the original function. This
may be interpreted to limit the extremums between sample points to at
most, one (i.e., no more than one maximum or minimum between sample
points, the "or" is significant). This suggests at least quadratic
equations are needed to accurately model a function sampled on a
regular grid having maximum grid spacing. But the theorem also
suggests the converse, no more than one extremum can be interpolated
for a sampled function.

Let us digress for a moment, to consider the number of Fourier
coefficients required to model a space when the sampling corresponds
to the grid spacing. We see the following terms sinx, sin2x, siny,
sin2y, (sinx)(siny), (sinx)(sin2y), (sin2x)(siny), and (sin2x)(sin2y).
This yields 8 trigometric terms compared to the 4 terms defining the
original grid. Hence, courser spacing than specified by the sampling
theorem can only be considered if the use of multiple coefficients
substantially reduces the computation requirements, since a doubling
of data base size is required for comparable accuracy or resolution.

Let us now return to considering an interpolated function. One
can set a lower bound to the number of interpolated data points for a
scene producing display limited resolution. Let n points be averaged
per pixel linear dimension (i.e., REAL SCAN considers n = 2). The
Kell factor suggest 3 pixels are required to generate a line pair.
Hence, 3n data points would map to the highest resolvable frequency in
the display. This yields 3n/2 interpolation points per smallest
ground detail on a fixed grid data base. Hence, if the dimension of
the smallest ground detail is A and the gaming dimension is R, then
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the highest resolution hierarchy need have no more than (2R/(3nA))2

data points. If n = 2, A = 1 cm and R = 1 Km then (2R/(3nA)) =

1.1x109 data points.

However, if one assumes that detail can be taken from culture
memory maps (i.e., representing waves or trees or fields, etc.) and
that an inexpensive memory map could describe about 10,000 points,
then the amount of interpolation increases substantially. If we
assume the culture memory map detail has been prefiltered to provide
3n/2 points per length for the highest frequency line pair, and if we
assume a mapping of the 10,000 points onto an M*M size interpolation
grid will not create a noticeable repeating pattern, unless the
repeating pattern is desired, then the number of data points needed to

2model the highest resolution hierarchy is (2MR/(3OOnA)) If n = 2,

A = 1cm, R = 1 Km and M = 10 then (2MR/(3OOnA))2 = 1.1"107  data
points. The use of cultural mapping functions (i.e., memories)
suggests the ability of achieving 0.3 cm resolution over high

resolution gaming areas of 10 KM * 10 KM for about 1.2*1010 data
points. The corresponding grid space would be 9 cm for M = 10, n = 2,
A = 0.3 cm. While the grid spacing is large, and suggets a moderate
amount of data compression, the 9 cm grid spacing requires some
method, such as signed texture parameters, to realistically map
arbitrary road, stream, or building boundaries.

This analysis suggests reasonable estimates of data compression
will likely range between 3 and 30 interpolations per data grid dimen-
sion. The lower bound of 3 interpolations seems to be well founded
via the Kell factor. The upper bound is clearly an estimate depending
upon both the cultural mapping method and subjective appraisal of the
data bases realism.

Let us assume a data grid spacing of 10 cm corresponding to high
detail resolution of 0.33 cm with a culture mapped detail interpola-
tion. Then the size of the data base can be estimated for various
sized gaming areas. Let us further allow 16 bits of elevation, 24
bits of color and 8 bits of culture code. Table 7 illustrates the
number of data points required to model each hierarchy level as a
function of the area covered by the hierarchy level. All levels
beyond the first, whether 10 or 20 or more, contribute only 1/3 of the
first level's data points.

If we imagine a gaming region extending to the horizon (i.e., say
about 80 KM) such that a 1OKM x 1OKM high resolution region forms the
center, then the total data point requirement can be estimated as

1.34*1010 data points in 15 levels.
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TABLE 7. 10cm GRID DATA POINTS

Hierarchy

Level IOKM*1OKM 20KM*2OKM 40KM*4OKM

1 1010 4 *1010 1.6x1011

2 2.5x109  1010 4 *10I0

3 6.25 *108  2.5x109  1010

4 1.56 *108 6.25 *108 2.5xlO
9

5 3.9x107  1.56 *10 6.25 *10

6 0.10 *108 3.9x10 7  1.56 *108

7 2.5 *106  107 3.9x10 7

8 6.24x105  2.5 *10 10

9 1.56x105  6.24x105  2.5 *10

10 3.9 *104 1.56xi05 6.24xi0 5

SUM 1.33 *10I0 5.33 *1010 2.13x1011

Using 6 bytes per data points yields a data base of 8.4 x 1010
bytes to describe the gaming region. This data base is within the
capability of video disk technology (5).

Appendix A derives the cell memory requirements. The formula for
the minimum cell memory is

Mmin = (4+3n) r T (8a2 + 4 VTr sin(T /2)/a 2  (50)

where

r =distance over which the highest cell detail exists (meter).

a = distance between highest cell detail (meter).
Tc = worst case field of view (radian).

V = velocity of the eye (meter/sec).

5"Videodisc Based Storage Technology", Computer, Vol. 13, No. 6,
2pp. 87, June, 1980.
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T = the time to transfer data from disk covering the predicted
field of view (sec).

2%r = the range limit, Rmax (meter).

For example, if rI = 10 meter, a = 0.1 meter, Tc = 60 - 1 radian, V =

50 meter/sec, T = 0.3 sec, Rmax = 2nr 1 - 20 kilometer, and n = 11;
then Mmin = 80*103 data points or 480 kilobytes of memory if 6 bytes
are used to describe each data point. Further 30,000 data points
would need to be transferred in the 0.3 second interval for an average
disk transfer rate of 750 kilobytes/sec. Since disk transfer rates
exceeding 1 megabyte/sec are common, one can conclude that a minimum
cell memory of between 400 kilobytes to 1 megabyte will be required.
The cell memory can be larger if large disk blocks are needed to block
out the virtual address space. The smaller the virtual address block
the more nearly one can size cell memory to the minimum required.

Terrain Modeling with Random Numbers (Noise)

'" Terrain modeling is done by means of random number files in
REAL SCAN. This provides the ability to create patterns which are
described by only a few parameters: amplitude distribution and filter
frequency. Figure 17a illustrates an elevation map of a noise file
having amplitudes 0 through 255. Black corresponds to 0 and white
corresponds to 255. Figure 17b illustrates a picture of a diffusely
reflective surface having the elevation map of Figure 17a. The ways
in which noise files are created and an introduction to the method
used to create these pictures are presented in this section.

(a) (b)

Figure 17. Noise Files.
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Single valued arrays of random numbers have been created to
simulate terrain and texture. These arrays provide a data base to
test the concepts of hierarchy and the mapping of real world features
by patterns.

The program TRYTEX (Appendix HC) was created to produce this
random number array. Two parameters control the creation of the array
from a standard random number generator. The first is the frequency
of peaks and valleys in the noise. For example, terrain would be a
slowly varying pattern while detail, such as trees and leaves, would
have higher frequencies. The filtered array is an array that has this
desired spatial frequency distribution. Another controlled parameter
is the elevation distribution. The elevation distribution of the
filtered array is nearly Gaussian. A redistribution technique was
developed to change the filtered array to one of four possible distri-
butions: uniform, triangular, parabolic, or cusp.

To generate the filtered redistributed array, the following
information is required:

1. A seed for the random number generator
2. The size of the filter
3. The size of the final array
4. Type of elevation distribution
5. The number of passes through the filter

The following technique is used to generate the filtered array.
First, an array of random numbers, called the random array is created
using a standard random number generator. Next, an array called the
weighting array is generated. The dimensions of the weighting array
are fs x fs where fs is the filter size. To compute the value of the
element (ij) in the filtered array, the weighting array is placed
over the random array at (ij). The products of the random array
values and the weighting array values are summed for all overlapping
points. The sum is the value of the filtered array element.
Figure 18 shows the point (ij) of the filtered array being computed.
The corresponding point (ij) in the initial random array is averaged
with all the points within the square surrounding it. There are many
weighting arrays that could be used. The three that were investigated
and pictures of the data bases they generated will be discussed in
later sections.

Any number of passes can be made through the filter. These can
occur before or after the filtered array has been redistributed.

Two things become apparent. First, all array indices are integer
so the filter size must be odd if a center point is used to character-
ize the filter. Secondly, each time the array is filtered, a number
of points are "lost" since there aren't enough neighbors to compute a
weighted average. Because of this, the beginning random array must be
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larger than the final array by a number of points. This difference is
*: the product of the filter size and the number of passes through the

filter. The array size before filtering is called the working size.

fs

fs

~1 I

RANDOM ARRAY FILTERED ARRAY

Figure 18. Filte;-ing Concept.

The method of generating the filtered array in the program TRYTEX
is more efficient than outlined above, but logically the same. An
array of dimensions (filter size * working size) is filled with random
numbers. One row of the filtered array can then be computed. Next,
the top line of this random array is destroyed, the remaining lines
are renumbered as if to shift them up one line, a new line is created
in the deleted lines location, but numbered as if it were inserted at
the bottom. The next line of the filtered array is then computed.

Once the random array has a desired frequency distribution, it
can be redistributed to one of the four amplitude distributions.

The following is an outline of the exact solution for an ampli-
tude redistribution:

1. The array elements are sorted, by magnitude, into a vector
of length NAN, the dimensions of the filtered array.

2. The number of values, or buckets, the final distribution
will have and how many points should be in each bucket are
determined.

3. Starting with the first, each bucket is filled with points
from the N*N vector. When a bucket is full, the vector
value that marks the end of that bucket and the beginning of
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the next is tabulated. These points are called breakpoi nts
and mark the upper and lower bounds of vector values that
fall into each bucket. Figure 19 shows breakpoints being
calculated for a uniform distribution. Each bucket will
hold four points. The first three breakpoints are al, a5,
and a9.

SORTED ARRAY

a2a 5  a 7 Ia. a a a a

ag a 2  a I a6  a9 ia10
aa4 a7 a - _a7 aIla8 all :l a 12

1 2 3

DISTRIBUTION BUCKETS

Figure 19. Breakpoint Calculation.

Each array element is assigned the value of the bucket into which
it fell by comparing the elements value to the list of breakpoints.
Referring again to Figure 19; al, a2, a3, and a4 will be assigned the
value 1.

Such a procedure requires on the order of N2(N2 + 1)/2 operations

for the sort and N2 operations for the assignment. An approximation
method for determining breakpoints which requires on the order of N2
operations is outlined below:

1. The number of buckets in the final distribution (distribu-
tion buckets) is determined.

2. The filtered array is divided into ten times as many equally
spaced intervals as there are distribution buckets. Each
interval in the filtered array is called an array bucket.
The following equation is used to compute the points that
mark the boundaries of the intervals:

bnd(l) = t[(max - min)/(lOndb)]
where

75

. . . .



NAVTRAEQUIPCEN 80-0-0014-2

bnd(i) is the point that marks the upper bound of
interval i and the lower bound of interval
i + 1.

max is the maximum value in the filtered array
min is the minimum value in the filtered array.
ndb is the number of distribution buckets

3. The number of elements in each of the array buckets is
determined. This is accomplished in TRYTEX by scaling the
array to the number of array buckets and using the scaled
values as an index for a vector. This vector counts the
number of values in each array bucket. The distribution of
filtered array amplitudes in any array bucket is assumed to
be uniform between the breakpoints associated with that
array bucket.

The FORTRAN code that accomplishes steps (2) and (3) is shown
below:

CC

C G(K) IS THE Kth ARRAY BUCKET
C BUF IS THE FILTERED ARRAY .:,-

C DEP = 1/(FILTMAX - FILTMIN)
C FILTMAX IS THE MAXIMUM VALUE IN BUF
C FILTMIN IS THE MINIMUM VALUE IN BUF
C LIMT IS THE NUMBER OF ARRAY BUCKETS
C
C
C
C CREATE THE DISTRIBUTION ARRAY
C

DO 15 K = 1,LIMT + 1
G(K)=O

15 CONTINUE
00 21 1 = I,N

DO 21 J = 1,N
K=(BUF(J,I) - FILTMIN)*DEP + I
G(K) = G(K) + 1

21 CONTINUE

4. The number of points in each of the distribution buckets is
determined.

5. Each of the distribution buckets is filled by taking full
array buckets or portions of array buckets, and again deter-
mining where the breakpoints should occur for the final 6-

r distribution.
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6. Each element of the filtered array is assigned to the value
of the distribution bucket between whose breakpoints it
falls.

Step one indicates that the number of array elements contained in
each distribution bucket must be determined for any of the possible
distribution.

The following variables are used in the discussion of distribu-
tion bucket size determination:

R is the range of the final array (or the number of distribution
buckets)

A is the number of occurences of the most frequent value
N is the dimension of the filtered array
f is the location of the distribution peak as a fraction of R.

UNIFORM DISTRIBUTION

A uniform distribution has the frequency diagram shown in
Figure 20.

Y

A

0i R

Figure 20. Uniform Distribution Plot.

The equation describing this curve is:

y(x) = A; for 0 < x < R (51)

Since the area under the curve is A*R and the total number of

points under the curve is N2 and

A N2/R. (52)
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NU(i), the number of points in the ith distribution bucket (i.e.,

shaded area in Figure 20), will be N2/R. The FORTRAN code that
computes this is shown below:

C
C
C BUCK(I) = NU(i)
C
C UNIFORM
C
2100 TEMPI = (1.*N*N)/R

DO 2010 I = 1,R
BUCK(I) = TEMPI

2010 CONTINUE
GOTO 2114

The mathematical development of the triangular, parabolic, and
cusp distributions is developed in Appendix I.

The number of points in each distribution bucket for a particular
distribution has been determined. The following procedure is used to
redistribute the filtered array to this new distribution:

1. Start with the first distribution bucket and the first array
bucket.

2. The size of the array bucket is compared to the number of the
points that will fit into the distribution bucket:

a. If all the points from the array bucket will fit into the
distribution bucket, the number of points needed to fill
the distribution bucket is decreased by the number of
points in the array bucket. The above comparison is made

* using the same distribution bucket and the next array
bucket.

b. If all points from the array bucket will not fit into the
distribution bucket, enough points are removed from the
array bucket to fill the distribution bucket, and a
breakpoint is determined for the distribution bucket.
This breakpoint is a value between the upper and lower
bounds of the array bucket. The actual value depends on
the fraction o. the array bucket points that have been
removed and is determined as follows:

breakpoint = min + fraction(max - min)

min = array bucket lower bound -
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max = array bucket upper bound

fraction = fraction of array bucket used

The following FORTRAN code computes the distribution bucket
breakpoints:

C FILTMIN = THE MINIMUM VALUE OF THE FILTERED ARRAY
C LIMT = THE NUMBER OF ARRAY BUCKETS
C EPSILON = THE DISTRANCE BETWEEN EACH ARRAY BUCKET
C
C
C COMPUTE THE BREAKPOINTS
C

K 0
A= 0
00 2800 I=1,QSIZE

2750 IF(A. LT.BUCK(I))THEN
K=K+1
IF(K.GT. LIMT)GOTO 2800
A=A+G(K)
GOTO 2750

ENDIF
A=A-BUCK(I)
B(l)=(K-A/G(K))*EPSILON+FILTMIN

2800 CONTINUE
B(QSIZE)=FILTMAX

3. When all the distribution buckets are full, final values are
assigned to the array elements. By comparing the present
value of the array element to the breakpoints for the dis-
tribution buckets, the bucket into which the point should go
can be found. The value of that distribution bucket is then
assigned to the array element.

WEIGHTING ARRAYS

The following subsection is a discussion of three weighting
arrays used to filter the random array. The three types of filters
covered are the simple average filter, the sin(x)*sin(y) filter and
the polar filter. Pictures of data bases created using each filter
are included with the discussion of that filter. Therefore, a brief
introduction of the types of pictures generated and the methods used
to create them is necessary. Two types of pictures will be used to
illustrate the results, the altitude map and the sun reflection pic-
ture. Each of these offers different information about the data base.

The easiest picture to create is the altitude map. The highest
elevations are white, the lowest elevations are black, and other
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points are various shades of gray, depending on their elevation.
Pictures of this type offer little information about relative slopes
or how the pattern will appear in three dimensions, but show the exact
elevation of a point.

The other type of picture, the sun reflection picture, places the
observer directly above the data base. The light source can be placed
anywhere above the data base. Pictures generated using this routine
give light intensities that depend on the angle between the reflecting
surface and the incoming illumination. Figure 21 illustrates the
vector from an arbitrary point on a surface, Z(x,y), pointed toward
the source of illumination. This gives results similar to a diffuse
object lit by a point source. This technique is discussed in detail
under Reflection From Diffuse Surfaces.

z

bY

------------------------------------

p*lo

Figure 21. Sun Angle Geometry.

All the pictures that follow were made using the DICOMED. Since
1! the DICOMED is capable of producing 256 different light intensities,

the number of distribution buckets is set at 256. The array 3ize for
all the pictures is 512 x 512.
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The first and simplest filter tried was the straight average
filter. All the weighting array elements are given the same value.
This is similar to a moving average in two dimensions. The short-
comings of this particular filter can easily be seen by looking at
Figures 22 and 23. They are strongly correlated in the x and y direc-
tions. Figure 22 is the altitude map of a 512 x 512 array made with
this simple filter. Figure 23 is a sun reflection picture of the same
data base, with the sun vector pointed from the top to the bottom of
Figure 22 (i.e., Figure 21 parameters 0 = 450, 4) 900).

Figure 22. Altitude Map.
Filter Size: 25

Distribution: uniform
Filter Type: simple average

Figure 23. Sunlight Picture.
Filter Size: 25

Distribution: uniform
Filter Type: simple average
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The first filter that offered an acceptable picture was the
single pulse sin(x)*sin(y) filter. The weighting array for this
filter is computed using

w(ij) = sin[ni/(fsl)] sin[nj/(fs+l)]

where fs = filter size

The half period of the sine function is one greater than the filter
size so the weighting factor for all points inside the array is non-
zero. The sine weighting array for a filter size of seven is shown in
Figure 24.

0.146 0.271 0.358 0.383 0.358 0.271 0.145

0.211 0.500 0.604 0.707 0.604 0.500 0.271

0.358 0.604 0.854 0.924 0.854 0.604 0.358
"I

0.387 0.707 0.924 1.000 0.924 0.707 0.387

0.358 0.604 0.854 0.924 0.854 0.604 0.358

0.271 0.500 0.604 0.707 0.604 0.500 0.271

0.146 0.271 0.358 0.383 0.358 0.271 0.146

Figure 24. Sine Weighting Array for Filter Size of 7.

The FORTRAN code for computing the weighting factors of the
single pulse sin(x)*sin(y) filter follows:

C SETUP THE WEIGHT FOR FILTER ARRAY

5 WI = 3.14159/(IFLTSIZE + 1)

DO 200 I = 1,IFLTSIZE
FSI = SIN(WI*I)
DO 200 J 1,1FLTSIZE

W(J,I) FST*SIN(WI*J)
200 CONTINUE

It can be shown that the sin(x)*sin(y) filter does not possess
full polar symmetry. Looking again at Figure 24, the weighting factor
of the point (4,8) (outside the square) is, of course, 0. It's dis-
tance from the center is 4 units. The point (7,7) has a weighting
factor of .146, but its distance from the center is 4.24. This is
further than the point (4,8), yet its weighting factor is greater.
This appearance of "extra" values at the corners of the sin(x)*sin(y)
filter leads to a correlation in the x and y directions and causes
visible lines in the pictures in these directions. Figures 25 and 26 0
were generated usiniq the single pulse sin(x)*sin(y) filter.
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Figure 25. Altitude Map.
Filter Size: 25

Distribution: uniform
Filter Type: sin(x)*sin(y)

Figure 26. Sunlight Picture.
Filter Size: 25

Distribution: uniform
Filter Type: sin(x)*sin(y)
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A third filter, with full polar symmetry, was tried, and suc-
ceeded in eliminating the horizontal and vertical line structures.
The weighting factors for the polar filter are computed as follows:
first, the distance from the array element to the center is calcu-
lated. If this distance is greater than (fs + 1)12, one-fourth of the
polar filters period, the point is given a weighting factor of zero.
Otherwise, the array element is given a value from the following
equation:

w(i,j) = cosj[(n/fs + 1))((i - C2 + (j - C2))] (52)

where (c,c) is the center, and fs is the filter size.

An example of the polar weighting array, using a filter size of
seven, is shown in Figure 27.

1 0.000 0.154 0.323 0.383 0.323 0.154 0.000

0.154 0.444 0.639 0.707 0.639 0.444 0.154

0.323 0.639 0.850 0.924 0.850 0.639 0.323

0.383 0.707 0.924 1.000 0.924 0.707 0.383

0.323 0.639 0.850 0.924 0.850 0.639 0.323

0.154 0.444 0.639 0.707 0.639 0.444 0.154

0.000 0.154 0.323 0.383 0.323 0.154 0.000

Figure 27. Polar Weighting Array Filter Size of 7.

The FORTRAN code to compute the weighting factors (which takes
advantage of the symmetry) is shown below:

C SETUP THE WEIGHT FOR FILTER ARRAY
C

FAC = 3.14159265/(IFLTSIZE + 1)
4 ICENT = IFLTSIZE/2 + 1

IDIAM = IFLTSIZE + I
W(ICENT,ICENI) = 1.
DO 200 J ICENT + 1,IFLTSIZE

K = J - ICEN1
SQR = K*K
KY = IDIAM - J
DO 200 I = ICEN1,J
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K =:I - ICENT
XK = SQRT(K"'K + SQR)
KX = IDIAM - I
IF(XK. GE. ICENT)THEN

VAL = 0.0
ELSE

VAL = COS(XK*FAC)
ENDIF
W(I,J) = VAL
W(J,I) = VAL
W(I,KY) = VAL
W(KY,I) =VAL
W(J,KX) = VAL
W(KX,J) = VAL
W(KX,KY) = VAL
W(KY,KX) = VAL

200 CONTINUE

Figures 28 and 29 were created using the polar filter. All other
parameters remained the same as in the pictures produced for the
sin(x)*sin(y) filter of Figures 25 and 26.

Figure 28. Altitude Map.
Filter Size: 25

Distribution: uniform
2:Filter Type: polar filter
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Figure 29. Sunlight Picture
Filter Size: 25

Distribution: uniform
Filter Type: polar filter

REFLECTION FROM DIFFUSE SURFACES

The following is a detailed discussion of the algorithm used to
create the sun pictures. The intent is to create an image of the data
base that appears to be illuminated by a point source of light. The
light source is an infinite distance away, so the angle of incidence
of the light is the same at all points in the data base. The observer
is placed directly above the data base. The amount of light reflected
to the observer (i.e. , the apparent intensity) depends on the differ-

* ence in the angle of the surfac. normal and the incident angle of the
light. This approximation is exact if the light is reflected from a
perfect diffuse reflector.

Using vector notation, the intensity of a point can be calculated
q as follows:

I =hs;if ETs > 0 (i.e., sunny side) (53)
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I = 0 ; if hi-si < 0 (i.e., dark side) (54)

where h is the vector direction to the sun

and T- is the outward vector normal from the surface.

Letting ds = Ts/ T-, T- can be computed by taking the cross-

product of any two vectors tangent to the surface element, ]-s. The
two that are most convenient to compute are the two parallel to the
coordinate axes.

Given the surface z = f(xy), two tangent vectors at the point
(Xo,Yo,f(Xo,Yo)) can be computed by considering: zI = f(xYo) and
Z2 = f(Xo,y). This produces two lines on perpendicular planes, both

of which pass through the point (Xo,Yo,f(Xo,Yo)). By computing the
tangents to these lines, the normal to the surface at that point can
be computed.

a = (1,0,dz /dx) ; for (x,y) = (Xo,Yo) (55)

b = (0,1,dz2/dy) ; for (x,y) = (Xo,Yo) (56)

A A A

i* k

ds a x b 1 0 dzI/dx

0 1 dz2/dy (57)

-dz1/dx i - dz2/dy j + k

ds = 11 + (dzl/dy)2+ (dz2/dx) 2  (58)

For a discrete value data base, the partial derivatives at the
point (Xo,Yo) are:

"z/ax = dz1/dx = f(Xo+l,Yo) - f(Xo,Yo) (59)

87

'LA : : " '



NAVTRAEQUIPCEN 80-D-0014-2

az/ay = dz2/dy f(Xo,Yo+l) - f(Xo,Yo) (60)

The sun angles are entered into the program in polar coordinates.
Only two angles must be entered. The angle of the sun down from the z
axis is the polar angle, e. rhe cylindrical angle, V, is the angle
from the x axis towards the y axis to the projection of the sun on the
X-Y plane. Figure 21 shows these angles graphically.

h can be converted to its rectangular coordinates as follows:

hi = Ih sine cosP (61)

h = Ihi sinO sin+ (62)

hk = lhJ cosO (63)

Converting Equation (53) to its rectangular coordinate equivalent,
yields

(hi'dsi) + (h .ds.) + (h dS (64)

Ih i

+ (az/ax)2 + (az/ay)2 [-(az/ax)sinO cost

(az/ay)sinE sin4e + cosO] (65)

h can be used as a scaling factor to restrict the magnitude of the
intensities to any range.

The average maximum slope in the scene can be controlled. This
allows noise files amplitude range to be normalized to a predetermined
value. For example, all test noise files are stored as byte. This
allows for 256 different elevations. If the filter size for a partic-
ular noise file is small (e.g., 3) the resulting picture will contain
close tall thin projections. The amplitudes of the noise files must
be scaled if the apparent slope is to be properly controlled to simu-
late real world terrain or features. The method chosen to accomplish
this is by slope limiting.

The contour of the data base is estimated to be sinusoidal, as
shown in Figure 30.
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A

Figure 30. Idealized Filtered Noise Contour.

The equation that describes Figure 30 is

y = A sin (2n/T)t (66)

where T depends on the filter size. To determine the maximum slope,
differentiate Equation (66)

dy/dt = (2nA/T)cos(2nt/T) = 0 (67)

The maximum slope occurs at T/2, so the maximum slope is

dy/dt = 2nA/T (68)

T can be estimated by counting the light to dark transitions
along a straight horizontal or vertical line in an altitude map of the
data base. The empiracally determined equation that relates the
period, T, to the filter size, fs, is:

T = 1.6fs = period (in pixels) (69)

The maximum slope, ms, can be computed from Equations (68) and (69)

ms = 2nA/(1.6fs) = 3.93 A/fs (70)
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In order to properly investigate the texture created by filtered
and redistributed noise, one must simulate the slope of the texture
pattern, as that pattern will be scaled in a real world scene. Hence,
an estimate of the real world slope for Figure 30 is made. This is
called the desired slope, md. Then one can calculate a slope limiting
factor, SLF

SLF = md/ms = 0.2546 md fs/A (71)

For example if the texture is to represent terrain then md - 0.1
whereas if the texture is to represent trees then 1 < md < 10. Since
the texture resolution has been set to 8 bits, the slope limiting
factor allows one to compare the filtered noise patterns with photo-
graphs of established appropriate scaling parameters.

Three parameters are required to make a sunlight picture (i.e.,
Figures 26 or 29) for evaluating filtered noise textures as real world
types. The parameters are the polar angle of the sun from the z axis,
e; the cylindrical angle, P; and the slope limiting factor, SLF.

The following sets of pictures are results of the program RLPCAL
(i.e., RLPCAL is listed in Appendix HB).

Figure 31 shows the effect of changing the filter size, fs, and
the elevation distribution. Figure 31a has a filter size of 3 on a
uniform elevation distribution. FIgure 31b has a filter size of 11 on
a cusp distribution having few low elevations and many high eleva-
tions. Figure 31c illustrates a filter size of 25 on a parabolic
elevation distribution peaked at the elevation range midpoint. The
cylindrical angle, 0, is 900 for all the photographs of Figure 31.
The polar angle, e, is 600 for Figures 31a and 31b and 450 for
Figure 31c. The slope factor used to scale Figure 31a to simulate a
texture somewhere between grass and leaves is 0.125 yielding a desired
slope of about 20. Figure 31b has a slope factor of 0.022 yielding a
desired slope of about 1.0 for simulating grass or tree texture.

4Figure 31c has a slope factor of 0.0075 yielding a desired slope of
about 0.15 for simulating terrain.

Figure 32 illustrates the effect of varying the polar angle. All
pictures are for the same noise file and all other parameters constant
(i.e., fs is 25, parabolic distribution, 4 is 900, SLF is 0.125).
There is no effect of sun shadowing in Figure 32, only the effect of
changing the light source direction from 450 from vertical for
Figure 32a to 800 from vertical for Figure 32c.
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31a

Filter Size, fs = 3
Uniform Distribution
Polar Angle, e = 600
Cylindrical Angle, * = 90°
Slope Factor, SLF = 0.125.

31b
Filter Size, fs = 11
Cusp Distribution
Distribution Peak, f = 1.0
Polar Angle, e = 600
Cylindrical Angle, 0 = 90°

Slope Factor, SLF = 0.022

31c
Filter Size, fs = 25
Parabolic Distribution
Distribution Peak, f = 0.5Polar Angle, e) = 60°

Cylindrical Angle, 0 = 90°
Slope Factor, SLF = 0.125

. Figure 31. Sunlight Pictures as a Function of Filter Size.
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32a

Polar Angle, e 450

32b

Polar Angle, e = 600

32c

Polar Angle, 8 = 800

Filter Size, fs =25; Cylindrical Angle, (P 900, Slope Factor, SLIF=
0.125; Pdrabolic Elevation Distribution; Distribution Peak, f 0.50.

Figure 32. Sunlight Pictures as Function of Polar Angle.
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Figure 33 illustrates the effect of varying the slope factor,
SLF. All pictures are of the same file (i.e., filter size of 25,
polar angle of 600, cylindrical angle of 90° , parabolic distribution
with the distribution peak centered about the eevation range). The
slope factor for Figures 33a through 33c are respectively 0.0075,
0.050 and 0.125.

Figure 34 illustrates the effect of varying the cylindrical
angle. All pictures are for the same parabolic distribution file
(i.e., filter size of 25, polar angle of 600, and slope factor of
0.050). The cylindrical angle varies from 900 to 1800, showing
apparent ridge structure dependent upon the direction to the light
source.
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33a vi

Slope Factor, SLF = 0.0075

33b

Slope Factor, SLF : 0.050

33c

Slope Factor, SLF = 0.125

Filter Size, fs 25; Cylindrical Angle, 4 = 90'; Polar Angle, E)=
600; Parabolic Elevation Distribution; Distribution Peak, f = 0.50.

Figure 33. Sunlight Pictures as a Function of Average Texture Slope.
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34a

Cylindrical Angle * P 900

34b

Cylindrical Angle @ = 1350

34c

Cylindrical Angle @ = 1800

Filter Size, fs =25; Polar Angle, E r 60', "I'lue .It
Parabolic Elevation Distribution; Distribt.' ,-s

Figure 34. Sunlight Pictures as A~



AD-A122 088 REAL SCAN EVOLUTION U) UNIVERSITY OF CENTRAL FLORIDA 21f,
ORLANDO DEPT OF ELECTRICAL ENGINEERING B W PRTZ ET AL.
FEB B2 NRVTRAEQUIPC-88-0DS±4-2 N61339-88-D-9814

UNCLASIFIED F/G 9/2 N

CLSsmhhhhhIEiEo

mhhhhhhhhhhhhI
EhhhhhhhhllHhh
smhhhhhhhhhhh
smhhhhhEmhhhh
smhhhhhhhhhhh
EhhhhhohhhshE



El r

El~iP..

I1.25 11.4 11.6

MICROCOPY RESOLUTION TEST CHART
HATIONAL AU OP STWARN - tS3 -A



NAVTRAEQUIPCEN 80-D-0014-2

INTERPOLATION FORMULA

Two methods have been investigated for interpolating data on a
fixed grid, Overhauser-Coons (17) and the straight line patch. Only
the straight line patch method has been used to create simulated
terrain, since it requires substantially less computation than
Overhauser-Coons formula. Appendix N develops the mathematics for
testing the elevation error associated with the Overhauser-Coon
approximation to a given six(x)*sin(y) function. Appendices GB and GC
list the programs used in the elevation error test. Appendix D
develops additional interpolation formula for further evaluation.

An interpolation function is used for reducing the size of the
data base required to describe a single value surface. The function
interpolates the height of points on a surface given the height values
of points adjacent to the region. A surface is interpolated by
sectioning the surface into many square patches. The data base
required is a sample data array of the surface containing the adjacent
points to each patch. One way of testing the interpolation accuracy
of a routine is by evaluating the difference of the interpolated value
and the exact value of a test function, FT(XY), at a point. Another
way is by evaluating the angular difference between the surface
normals for the exact and the test function. The maximum error is
found to be a function of the distance between the sample points in
the data array. More specifically, the smaller the distance between
the sample data points, the smaller the error. Therefore, selection
of the distance between the sample points is a compromise between the
need for data base reduction and the tolerance for maximum error.

THE INCREMENTAL DISTANCES

The incremental distances within the patch, t(X) and t(Y), are
determined for each point interpolated within the patch. Given a
point (X,Y) to be interpolated within the patch, the incremental
distance t(X), is the distance from the point to the boundary line
C2(Y), Figure 35. The incremental distance, t(Y), is the distance
from the point to the boundary to the line C1(X). The incremental
distance is then normalized by dividing by the width of the patch
illustrated in Figure 35.

Figure 35 illustrates a regular patch geometry. The points P4,

P51 P8 and P9 bound the patch. Only the four bounding patch points
are needed for the straight line interpolation formula

17Brewer, J. and Anderson, 0. "Visual Interaction with
Overhauser-Coons Curves and Surfaces", Computer-Graphics, Vol. 11, No.
2, pp. 133-137, Summer 1977.
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Z(xy) = 1 + (Z2 - Z1)(x - P8 (x))/d + (Z3 - Z1)(y - P8(y))/d +

(Z4 -Z 3 - Z2 + Z1)(x - P8(x))(y- P8(y))/d
2  (72)

where

d is the patch width

P8(x) is the x coordinate of point P8

P8(y) is the y coordinate of point P8.

--..- width of patch

p1  p2

PP=Z P3 43 C(3) 5___Z4 __

C(2) .tj x(xPY) C(4)

It(y)
PpP, P=z, W ) P=z.

Y

p7  x Pi) pZ 2 p

X ii12

Figure 35. Square. Interpolation Patch Geometry.

The Overhauser-Coons (O-C) interpolation formula requires all
twelve points P1 through P12 , The beauty of the O-C formula is that
it generates a bi-cubic function possessing slope and elevation con-
tinuity everywhere while the straight line approximation exhibits
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slope discontinuity at the patch boundaries, C(1) through C(4) of
Figure 35. However, the O-C interpolation formula is more complex

Z(x,y) = Cl(x)BO(y) - ZiBO(x)BO(y) + C2(y)BO(x) - Z281(x)BO(y) +

C3(x)Bl(y) - Z3BO(x)Bl(y) + C4(y)Bl(x) - Z4B1(x)BI(y) (73)

where
4

Cn(x) = Y V(n,i) t4"i(x); Overhauser function
i=1

4! 4-
Cn(y) = I V(n,i) t4i (y); Overhauser function

i=1

BO(p) = 1 - 3t2(p) + 2t3(p); Coon's blending function

Bl(p) = 3t2(p) - 2t3(p); Coon's blending function

t(x) = (x - P8(x))/d; normalized x interpolation distance

t(y) = (y - P8(y))/d; normalized y interpolation distance'

Simulated pictures will generate a subjective measure of the
quality of an interpolation formula. However, effective evaluation
must be based upon appropriate numerical measures of the formula
(i.e., elevation error, surface normal error, texture statistics,
etc.). If appropriate numerical measures can be discovered then only
a few subjective evaluations need be made for a few types of scenes.
The numerical measures can be used to perform a large volume of
analysis via computer. The computer analysis will then separate and
classify the quality of the interpolation function for mapping various
real world features. Then subjective evaluations can be performed to
verify that the numerical measures actually provide valid evaluations.
The computer analysis allows analysis to be performed on unique
features and allows the objective evaluation of a large amount of data
and ranking by the means of the numerical measure.

Only one numerical measure has been developed to date, the eleva-
tion error measure. Three elevation error measures are calculated:
maximum error, average absolute error, and rms error. Analysis to
date does not indicate any of the three superior to the others, since
they are ordered from maximum, average, to rms and typically have
ratios about 12:5:4.
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Figure 36 is a plot of the normalized rms elevation error for
both the straight line interpolation formula and the Overhauser-Coons
interpolation formula as a function of normalized patch size. The
function interpolated is Asin(x).sin(y). The normalized error is rms
error divided by A. The patch size is normalized to the Nyquist rate
(i.e., patch size, d, divided by half the period of the trigometric
term).

Figure 36 indicates the sample space must be about 9 times the
Nyquist rate to achieve a 1% error for the straight line interpola-
tion, or about four times the Nyquist rate for O-C. If a 10% eleva-
tion error is tolerable the sampling interval is about three times the
Nyquist rate for the straight line interpolation and about 1.8 times
for the O-C interpolation formula.

Further, work needs to be done to create subjective picture
evaluations correlated with elevation error measures. The surface
normal error measure also needs to be created and evaluated against
interpolation formula such as those developed in Appendix D.

Times Nyquist Rate

10 5 2.5 1

10
Straight

rms Line
Elevation

Error
1

10"1 I0"25x106 test points

10"1 0.2 0.4 1

Patch Size/Half Period

Figure 36. rms Elevation Error versus Normalized Patch Size.
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SECTION IV

ANTI-ALIASING FILTER NETHODS

Realistic scene creation requires the elimination of CIG display

defects induced by the quantization effects of the display and defects
due to the sampling of the data base. If the data base used is of
greater resolution than that of the display, then the elimination of
image defects by the processing of high density, high resolution datamay be defined as filtering. REAL SCAN attempts to match the computed
scene detail to the display limit in two ways; first, by providing
prefiltered hierarchical data base and, second, by slightly over-
sampling the detail limited data base. Scene detail is projected back
to the display at sub-pixel accuracy but is limited to display no
higher resolution than can properly be resolved on the display. REAL
SCAN offers an approach to the high pass-low pass filter decision
because data sorts are not required 'as in planar CIG systems. High
pass edge accentuation is used when scene detail does not exceed the
Kell factor limit of 3 pixels per line pair, while low pass edge
laboring is used when scene detail does exceed the Kell factor limit.

•j .,.. Contiguous data being processed to a display pixel sequentially allows
one to make the high pass-low pass decision simply and with negligible
ambiguity.

Final Filter

In the initial REAL SCAN algorithm simulation, the subsystem
which receives scene information from other system components and
processes this information for screen display is named the Final
Filter. The task of the Final Filter is to compensate for the
unwanted display artifacts produced by the sampled data base points,
which are projected to display screen pixel locations. The Final
Filter will process the data base information such that , the
reflectance/color of the projected points is distributed on the
display screen in a manner that results in an image which reproduces
the necessary visual cues, thus appearing real to the eye.

In general, the Final Filter must provide data compression that
is not only desirable from the economical and real time computation
view points, but is dictated by the mathematics of the physical
effects of human sight. Further, the proper filter must be able to
distinguish between detail beyond the capability of the display and,
hence, act as a low pass filter; yet, where visibility and perspective
provide significant detail, the filter must accentuate the detail.
The goal is to accomplish these ends using simple algorithms approx-
imating the ideal case. Simplicity, based on knowledge and simulation.
results, allows speed and economy.
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The Final Filter requires, as input from the REAL SCAN system,
the screen coordinates and the reflectance/color information for each
data base point projected to the screen. A reflectance/color buffer
is used for the filter manipulations and eventual output of the
filtered image to the display device. The filter development pre-
sented is for black and white image generation but each filter may be
readily extended to color image generation. Therefore, the data base
information required by the final filter will be the screen coord-
inates and the grey scale reflectance value of the sampled data base.
points. The output device for the filter analysis is a DICOMED D-47
Image Recorder which was used to produce all of the images on Polaroid
film. Picture generation with the DICOMED is discussed in Section VI.

*Display Defects

When two areas of varying color or intensity in a scene are
adjacent, the resulting contrast between the areas produces a visual
boundary which will appear as a line or a curve. The extent to which
this boundary is evident to the eye is a function of the rate of
change of the contrast with respect to the spacial dimensions (18).
These boundaries are a fundamental component of image definition. To
gain realism in a CIG display, these boundaries must be reproduced
without inducing defects. Also, in order to display images that
appear authentic, sufficiently detailed data base must exist.
However, unwanted visual effects appear when displaying samples. of
such a data base on a finite element display device (19, 20, 21). The
quantization effects of the display device along with the sampling
error produced from accessing the data base are the cause of these
effects, known as aliasing. Only high detail of spacial frequency
less than one-half the sampling frequency can be reproduced without
aliasing (22). The quantization of the display device limits the
detail that can be reproduced since each pixel in the display can have
only one color value. The effects of this quantization and sampling

18Crow, F. "The Use of Gray Scale for Improved Raster Display of
Vectors and Characters", SIGGRAPH '80 Proceedings, pp. 286-293, July,
1980.

19Crow, F. "The Aliasing Problem in Computer Generated Shaded
Images", Communications of the ACM, November, 1977.

20Catmull, E. "A Hidden-Surface Algorithm with Anti-Aliasing",
Computer Graphics, pp. 6-10, 1979.

21Weiman, C. "Continuous Anti-Aliased Rotation and Zoom of Raster
Images", SIGGRAPH '80 Proceedings, pp. 286-293, July, 1980.

22Oppenheim, A. V. and Schafer, R. Digital Signal Processing.

Prentice Hall, Englewood Cliffs, New Jersey, 1975.
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error are seen as jagged or "staircased" edges when trying to display
a high spacial frequency contrast boundary. Also, low frequency
patterns which are "aliases" of the high frequency data base will be
present in the display (i.e., Moire fringes).

Aliasing effects can be reduced by two means, either increase the
resolution of the display device along with the sampling frequency
beyond the limits of the data base's resolution, or limit the spacial
frequency of the data base information to be displayed below aliasing
bounds. The first suggestion is limited by technology, cost and
computational efficiency of the sampling algorithm. The alternate
technique is to filter high resolution information to display resolu-
tion. The filtering is not easily defined, but two classes stand out:

1. Alias elimination requires that the spacial spectral content of
the scene cannot exceed the display's capability. This require-
ment imposes range versus spacial frequency constraints.

2. Pixels with data from nonspacially related data base points (i.e.
nonocculting, nonneighbors) must possess the "average" as seen by
the eye. More accurately, the data must be prefiltered to com-
pensate for pixel granularity and its effects on perception.

Final Filter Tests

In order to test the Final Filter algorithms and evaluate their
effects on scene image display defects, a test data base is needed
which will induce display defects. To induce aliasing in a display, a
data base must contain information of spacial frequency on the order
of and exceeding half the sampling spacial frequency. To create
staircasing, straight-high-contrast boundaries at oblique angles to
the display's pixel geometry must be present. A test data base was
created and will be discussed in detail. This data base will be used
to evaluate the effects of the Final Filter algorithms on these
display defects, by generating a high resolution, 1024x1024 pixel,
images of the test data base and comparing it to lower resolution
images (i.e., 512x512 or fewer pixels). The comparison procedure will
consist of subjective viewing of both the high resolution reference
image and the low resolution filtered images.

The test data base consists of a set of radial lines converging
to a point. The lines consist of alternating areas with differing
grey contrasts that have constant angular widthe. The point of line
convergence is fixed at a display corner. This limits the display to
ninety degrees of alternating lines. The contrast of the alternating
areas is varied from a maximum (i.e., black and white adjacent areas)
to zero (i.e., grey to grey adjacent areas) as a linear function over
the ninety degrees of display angle. This contrast test has a further
advantage of keeping the average intensity of any gross region con-
stant. The straight contrast boundaries, which vary in angular
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orientation to the display pixel orientation, induce the desired
staircasing. By letting these lines converge to a point, the lines
become smaller in width until they are beyond the resolution of the
display. Therefore, attempting to display this high frequency infor-
mation will induce alias patterns.

The radial line data base is generated in FORTRAN code by first
dividing the ninety degrees of display into 128 areas of equal angular
width. This specific angular width, given the FORTRAN variable name
TEST1, was choosen since it produces clearly evident aliasing defects.
The data base is sampled once for each display pixel. Each sample
point has associated with it the angle between the line formed from
the sample point to the corner of line convergence and the line formed
by the display edge containing the corner of line convergence. This
is the angle called TEST2. The number of the angular line is computed
by an integer divide of TEST2 by TEST1. If this number is even, the
reflectance value of the sample point will be between black and grey
as determined by TEST2, where a TEST2 value of zero produces black and
a TEST2 value of ninety degrees produces grey. If TEST2 divided by
TEST1 is odd, the reflectance of the sample point will be between
white and grey as determined by TEST2, where a TEST2 value of zero
produces white and a TEST2 value of ninety degrees produces. grey. The
DEC FORTRAN IV PLUS code impl.ementation of the radial line data base
is given below. The variable IR represents the reflectance value of
the sample point IX,IY. The display corner associated with IX=1 and
IY=1 is the corner of radial line convergence.

C
C
C------------------------------------------ -------------------
C
C RADIAL LINE DATA BASE
C

PI=3.14159
TEST1=PI/256
TEST2=ATAN2(IX-.99999,IY-.99999)
K=TEST2/TEST1
IF((K/2)*2.NE.K) GOTO 100
IR=(-254./PI)*TEST2+255
GOTO 200

100 IR=-(254./PI)*TEST2
200 CONTINUE
C
C ----------------------------------------------------------
C
C

Figure 37 shows the radial line data base computed at three 0

resolutions using the routines of TSTBW.FOR, found in Appendix IA, and
SRCAMERA.FOR, found in Appendix IB, as linked using
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$LINK/EXE=TSTBW-
DRAO: (UTILITY. DICONED]BLKDAT,DBA1: [P8734. SAM]SRCAMERA, -
TSTBWDRAO: (UTILITY. DICOMED]DICOMED/LIB

Each pixel element contains one sample point from the data base.

37a
1024x1024 resolution

37b
512x512 resolution

37c
256x256 resolution

Figure 37. Radial Line Allasing versus Contrast Ratio.
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Filtering

For the initial image generation tests, it was desired to display
the data projected from the sampled data base with minimal computation
and manipulation of the raw data such that an idea of the REAL SCAN
system's characteristics may be seen. Since the REAL SCAN simulation
algorithms project varying numbers of data base points to each
particular screen pixel, a reflectance value is computed as a function
of all the projected data base points in each pixel in order to see
graphically the system's characteristics.

The initial function used was to assign a pixel reflectance value
equal to the sum of the reflectance values for all points that are
projected to the same pixel divided by the number of points which
contributed to the reflectance sum for that pixel. Therefore, the
distribution of reflectance information from each projected data base
is confined to only the particular pixel into.which the point was
projected.

Mathematically we can describe this as follows, if we define the
screen pixel i,j, then

N
I DATA BASE POINT i,j,n

REFLECTANCE FOR PIXEL i,j = (74)
N

where the system will project all the data base points from i,j,1 to
i,j,N to pixel i,j. This algorithm is referred to as Filter 1.

The Filter 1 as described was developed into FORTRAN code which
is compatible with the REAL SCAN algorithms previously developed. The
Final Filter system requirements are:

INPUT: -Pixel Address in Screen Coordinates
-Reflectance Value of Projected Data Base Point
-Flag to determine when Scene Generation is

Complete

OUTPUT: -Screen Buffer containing a Single Reflectance
Value for each Pixel Element

INTERNAL: -Count Buffer to count the number of Data Dase
Points projected to each Pixel

A flowchart of the algorithm is given in Figure 38.
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.. CALL

INCREMENTCOUNT BUFFER

RETURN

Figure 38. Flowchart of Filter 1.

The DEC FORTRAN IV PLUS code implementation of the flowchart .of
Figure 38 is given as follows for use with a 512x512 pixel display
device.

C
C INPUT VARIABLES/ARRAYS -
C IXBS - screen horizontal coordinate
C IYBS - screen vertical coordinate
C IRBW - reflectance value from 0 to 255 for
C pixel at IXBSIYBS
C IFINISHED - flag to designate when scene
C generation is complete
C
C OUTPUT VARIABLES/ARRAYS -
C ITEMBUF(512,512) - buffer containing the reflectance
C values for the screen scene image
C
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C INTERNAL VARIABLES/ARRAYS -

C ICNT(512,512) - byte buffer containing the count of
C points projected to each screen pixel
C
C
C ---------------------------------------------------------------
C

IF(IFINISHED.EQ.1) GOTO 100
ITEMBUF(IYBS,IXBS)=ITEMBUF(IYBS,IXBS) + IRBW
ICNT(IYBS,IXBS)=ICNT(IYBS,IXBS) + 1
RETURN

100 DO 200 J=1,512
DO 200 1=1,512

KDIV=ICNT(I,J)
IF(ICNT(I,J).EQ.O) KDIV=1
ITEMBUF(I,J)=(ITEMBUF(I,J)+KDIV/2)/KDIV

200 CONTINUE
RETURN

C
C ---------------------------------------------------------------
C
C

The images shown in this report use the FORTRAN code from label

"100" to label "200" listed for Filter 1. This code is contained in

PGFINFIL.FOR listed in Appendix EE. The code listed above label "100"
has been modified as described in the discussion of the Log Load
Filter to follow.

Scenes were produced with fewer than one projected data point per
typical pixel to subjectively evaluate the trade-off between display
quality and scene calculation time. Those pixels with no data are.
called "missed" pixels. In order to assign reflectance values to the
"missed" pixels, a complementary filter was developed which is
referred to as Fill Filter.

Fill Filter uses the reflectances assigned to each pixel by Log
Load Filter and computes a reflectance value for a "missed" pixel as a
function of the "missed" pixels eight nearest neighbors. The assigned
reflectance value for a "missed" pixel is determined by summing the
reflectance values of the missed pixel's eight nearest neighbors who,
themselves, are not "missed" and dividing by the number of pixels
which contributed to the reflectance sum.

Mathematically this operation can be described as follows, for
screen pixel i,j, then

10
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k=i+l m=j+1

k=i-1 k=j-1 PIXEL k,m
REFLECTANCE FOR PIXEL i,j = (75)

N

where N Is the number of pixels contributing non-zero values to the
reflectance sum. Also, if pixel i,j is on a display boundary or
corner, then the reflectance sum is computed from the pixel's five or
three nearest neighbors respectively.

Fill Filter has the following requirements:

INPUT: -Dimensions of Display Device in Pixels
-Screen Reflectance Buffer Containing

a Single Reflectance Value per Pixel
* -Count Buffer of Number of Projected

Data Base Point for each Pixel

OUTPUT: -Screen Reflectance Buffer containing
a Single Reflectance Value per Pixel

" ' The DEC FORTRAN IV PLUS code implementation of Fill Filter is
given below for use with 512x512 pixel device.

C
C
C INPUT VARIABLES/ARRAYS -
C NLIN - vertical screen dimension in pixels
.C NELE - horizontal screen dimension in pixels
C ITEMBUF(512,512) - buffer containing the
C reflectance values for each pixel
C ICNT(512,512) - buffer containing the count
C of points projected to each pixel
CC OUTPUT VARIABLES/ARRAYS -

C ITEMBUF(512,512) - buffer containing the
C reflectance values for each pixel
C
C
C
C
C- -------------------------------------------------------
C
C SCENE IS FILTERED TO FILL ANY MISSED PIXELS
C

DO 111 IYBS=NLIN,1,-1
DO 222 IXBS=NELE,1,-1
IF(ICNT(IXBS,IYBS).NE.0) GOTO 220
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JCOUNT=O
JSU4=O
DO 300 K=IYBS-I,IYBS+1

IF((K.LT.1).OR.(K.GT.NLIN)) GOTO 300
DO 440 L=IXBS-1,IXBS+1

IF((L.LT.1).OR.(L.GT.NELE)) GOTO 440
IF(ICNT(LK).EQ.O) GO TO 440

JCOUNT=JCOUNT+I
JSUM=JSU+ITMEBUF(L,K)

440 CONTINUE
" 300 CONTINUE

ITEMBUF(IXBS,IYBS)=JSUN/JCOUNT
ICNT(IXBS,IYBS)=-1

220 CONTINUE
222 CONTINUE
111 CONTINUE

ENDIF
C
C---------------------------------------------------------
C
C
C

The code listed above is contained in PGFINFIL.FOR found in
Appendix EE.

The results of Fill Filter on images with varying densities of
missed pixels can be seen in the data base images of Appendix N where
Fill Filter is also referred to as Filter 2.

During initial tests, statistical analysis of the density of
projected data base points showed that a wide variation occurred.
This variation was a function of the viewing vector and data base
characteristics such that, whenever the normal vector to the data base
surface and the viewing vector approached ninety degrees, a peak in
data density projected to a pixel would occur (i.e., looking at the
edge of a sheet of paper). As a means of suppressing these peaks -in
density a filter algorithm compatible with Filter 1 and Fill Filter
was developed, referred to as Log Load Filter, which permits only a

' logarithmically derived sampling of those projected points to a pixel
to be allowed to actually contribute to scene generation. A count is
kept on the number of projected points to each pixel from a single
scan line. The reflectance and count buffers are only loaded with
points that correspond to the Nth power of two projected points where
N is an integer starting with zero. This lets only the first, second,
fourth, eighth, etc., projected point contibute to the data base

".* image. The Log Load Filter also limits the number of data .base points
projected to any one pixel to 126 total from all scan lines by testing
the current pixel count before accumulating new points.
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The Log Load Filter reduced the peak number of points projected
to a pixel from above 100 to approximately 16 depending on the scene
parameters. The following is the DEC FOT4 IV PLUS code for the
implementation of the Log Load Filter. The variables IXSO and IYSO
must be initialized to zero as shown by the DATA statement below.

C

C

C DATA IXSOIYSO /0,0/
C

CC
C INPUT VARIABLES/ARRAYS -
C IXBS - horizontal screen coordinate
C IYBS - vertical screen coordinate
C IR - data base reflectance value
C
C OUTPUT VARIABLES/ARRAYS - NONE
C

C

KCOUNT=KCOUNT+1
IF((IXBS. NE. IXSO).OR. (IYBS. NE. IYSO)) THEN

IPOWER=-2
KCOUNT=1
IXSO=IXBS
IYSO=IYBS
GOTO 100

ELSE IF(IPOWER.EQ.KCOUNT) THEN
IPOWER=-2*IPOWER

100 CALL DATABASE
IF(ICNT(IYBS,IXBS) .GT.126 ) RETURN
IF((IXBS.GE.(IFILDIM + 1)).OR.(IXBS.LE.O)) THEN

RETURN
ELSE IF((IYBS.GE.(IFILDIM+1)).OR.(IYBS.LE.O))THEN

RETURN
ENDIF
ITEMBUS(IYBS, IXBS)=ITEMBUS(IYBS, IXBS)+IR
ICNT( IYBS, IXBS)=ICNT( IYBS, IXBS)+1
ENDIF

C
C -------------------------------------------------------
C
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The code listed above is contained in PGLOGLOAD.FOR found in
Appendix EF. The three dimensional images using the REAL SCAN algo-
rithms shown in this report use the Log Load Filter.
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SECTION V

REAL SCAN ARCHITECTURE

This section develops estimates of the processing requirements
for a high detail, real time, computer image generation system based
upon REAL SCAN algorithms. Further those processing requirements,
which are sufficiently well defined at the present stage of algorithm
development, are carried to a feasible architecture. Figure 39 illus-
trates the computation sequence and the buffer memories needed to
ensure smooth processing. We assume a large disk store containing the
data base which describes the gaming area. The analysis of a hier-
archial data base carried out in Appendix B indicates that a gaming
area of 50 km x 50 km will require a disk memory on the order of
5 1011 bytes of disk. Video disk technology suggests this requirement
can be met.

REAL SCAN computes the current eye location and orientation which
defines the viewing window. Further, REAL SCAN makes a prediction
based upon the present motion vector parameters (velocity, accelera-

'.'tion, control surfaces, etc.) of the eye locaton and orientation
during the next 0.1 sec to 1.0 sec. This prediction allows one to
down load the potential data base parameters into a high speed cell
memory. The cell memory is a high speed virtual memory which accepts
actual ground coordinates in the gaming area at the various hier-
archial levels, to acquire the appropriate data base parameters from
physical locations in the cell memory. The data in the cell memory
consists of altitude or elevation information/parameters, color/
reflectance and texture code parameters.

Figure 39 indicates the cell memory is first accessed to deter-
mine the elevation of a point along a scan line. This elevationf
height at a world coordinate is used to determine if the point is
visible or occulted by some nearer point. If the point is visible,
then Figure 39 indicates that the pixel coordinates to which this
visible point would project are calculated, if this is a power of two
point (i.e., first, second, fourth, eighth, sixteenth, ... 2 th),
then the second set of cell parameters are used to calculate the color
and intensity of the visible point.

The visible point's color is then conceptually projected to the
display screen. The physical operation is shown in Figure 39 as an
accumulation of color and Intensity data Into a ping-pong frame buffer
addressed according to the display screen's coordinates. In the
current system, the final filter is the averaged accumulation. How-
ever, REAL SCAN anticipates the use of a point spread filter functionto allow for weighted averages of the visible points projected to thescreen and a high pass filter edge accentuator - low pass filter edge
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blurrer. The high pass - low pass test is based upon the rate of
color change along a scan line. If data variation occurs at a rate
exceeding the kell factor display limit (i.e., 3 pixels to display a
line pair) then the data is low pass filtered. However, if data
variations along a scan line occur at less than the kell factor
display limit, then edges are enhanced.

Disk Cell Memory Elev. Vsblt

olor Projection

Projection to Ping PongFrm Bfe Frame Buffer

Display D/ Final
Filter

Figure 39. REAL SCAN Block Diagram.
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Processing/hardware estimates for REAL SCAN evolve into two

areas:

1. The data rates between the blocks of Figure 39.

2. The numbers of instructions required to perform a processing
function (i.e., calculate elevation, determine visibility,
project, calculate color, etc.)

System Parameters

REAL SCAN assumes that multiple world points will be calculated
for each display pixel. The current algorithms are set for about four
world points projected to one pixel. Further testing is needed to
establish over sampling and filtering requirements.

A 512 x 512 display has been used to typify a viewing window/
screen. Clearly, the higher the detail required, the more complex the
hardware. REAL SCAN assumes display limited resolution will be calcu-
lated from the real world data base. Hence, if two systems were to be
compared, one having twice the number of pixels as another, with both
operating at the same computed display rate; then the system display-
ing twice the data would requre about twice the hardware.

Let us consider a CIG system having the following system specifi-
cations:

1. Display of 512 x 512 pixels per screen.

2. Display rate of 60 full scenes of 512 x 512 pixels per
second.

3. Computation rate of about 4 world points per display pixel
and an upper bound of 8 world points per pixel along a scan
line.

These specifications further imply a REAL SCAN system having
about 2 scan lines passing through each pixel. Hence, an upper bound
between 16 and 32 exists for the number of world points projected to a
pixel, dependent upon screen orientation.

One can estimate the following system characteristics based upon
the system specifications:

1. The average data rate of points passing to the screen/
display frame buffer is 512 x 512 [pixels per display] *4
[points per pixel] *60 (displays per sec] or 60 mega points
per second. Each point consists of 3 bytes of color.
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2. The worst case computation rate at either the elevation or
visibility processor is 1,024 [full scan lines per display]*
10 [hierarchies] *1,024 [world points per hierarchy] * 60
[displays per sec] or 600 mega points per sec.

3. The worst case computation rate at the color/intensity
processor is 1,024 [full scan lines per display] * [512 x
512 pixels per scan line] * 8 [world points per pixel per
scan line] 60 (displays per sec] or 240 mega points per
sec.

4. The average computation rate at the color/intensity pro-
cessor is about 1/4 the worst case rate or 60 mega points
per sec since 2 world points per pixel per scan line is the
system goal.

5. The worst case projection processor computation would corre-
spond to the 600 mega points per sec of the visibility pro-
cessor if all points are visible. However, the need for
REAL SCAN assumes a high resolution-high detail scene.
Hence, one anticipates substantial occulting with the use of
local slope over a calculation grid for allowing larger
intervals between Nsafe"t computations along a scan line as
one saples the space far from the eye.

"' The systm characteristics have been presented in terms of REAL
SCAN however, they define bounds for any CIG system attempting to
provide high resolution imagery according to the specification.

The REAL SCN system of Figure 39 does not partition along scan
lines. Hence, the largest degree of parallelism which one can achieve
is about 1,024 parallel pipelined processors (i.e., one pipe line per
scan line). Appendix C discusses the use of intemediate projection
planes, which allow parallel processing for one scan line on the order
of the number of intermediate planes. The hardware estimates in this
section are based on Figure 39, where a scan line defines the longest
train of sequential steps.

The shortest time intervai for calculating one point along a
* worst case scan line is 600 A 10 [points per sec per display] + 1,024

[scan lines per display] or 1.6 microsec per point. This corresponds
to 1/10 the interval needed to create the display specification of 60
mega points per sec. Since microcomputer instruction times are
currently longer than 800 nanosec, the processing pipe line cannot be
made, in 1982, from micro computers such as 8080, 6800, 68000 or 8086.
Microprocessors (i.e., bit slice arrays) currently operate at micro
programmed instruction times of 100 nanosec (i.e., AMD 29xx family).
Hence, it is clear that the pipe lined processing segments which make A

up one scan line will be made from bit slice or faster technology.
Efficient use of bit slice technology suggests that each processor in
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the pipe line will execute a short program. A time interval of
between 1.6 microsec to 16 microsec guarantees short programs.

A worst case estimate of the number of small and dedicated 100
nanosec processors can be made as follows:

1. The worst case data rate is 600 mega points per sec.

2. An estimate of the number of optimized bit slice instruc-
tions needed to perform REAL SCAN is 500 instructions per
point (i.e., between 250 and 1000 instructions per point).

3. The number of processors is therefore 600 * 106 [points per

sec] * 10"7 [sec per instruction] * 500 [instruction per

point] or 3 x 104 processors. The processors could fit in
20 cabinets each holding about 7,0 boards if about 7 pro-
cessors can be placed on one 12 inch x 12 inch board.
Clearly more work remains to both reduce the number of
points which need to be processed and the number of instruc-
tions per point. The biggest computational burden here
resides in determining elevation, color and intensity for a

,.. complex display limited scene.

The detail of the pipelined processors will not be considered
further since this detail requires a relatively fixed but necessarily
optimized REAL SCAN algorithm. REAL SCAN is evolving in a number of
ways, all aimed at achieving the specified ultimate computation rate
of 60 mega points per sec. However, the detail of the Frame Buffer,
or of the general bus controller structure directing data from the
processing string to the Frame Buffer can be more nearly specified for
an architecture. Hence, a preliminary architecture for the Frame
Buffer and the processor to Frame Buffer control is developed next.

The cell memory is not developed further, since it is a virtual
memory system and virtual memory systems are available. Further,
since an intermediate plane memory is recommended as an improvement
over the REAL SCAN system of Figure 39, it is clear that the cell
memory requirements and data transfer speeds are likely to change
substantially. This also obviates the need for carrying the cell
memory architecture further than estimating its size as (i.e.,
Appendix A) and defining its addressing structure as virtual.

Frame Buffer and Bus Control

Figure 40 illustrates the interface between the Frame Buffer and
the processors. A ping-pang Frame Buffer consists of two buffers.
Each buffer contains a full display frame (i.e., one scene). While
the ping side is accumulating one picture via scan line coordinates,
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C
P 0
R N
O C
C E
E N
S * T
S 600 mega points R 60 mega point
0 sec A sec
R T
S 0

R
S

Pong m Ping
Frtame I Frame
Buffer I Buffer

~sec

i Figure 40. Data Rates from the Processors to the Display.

'; the pong side is displaying a picture via screen master scan coord-
- inates. Hence, the function of the ping and pong memories switch once

per frame cycle. Clearly this operation is most easily accomplished if

~The data rates between these elements is also shown on Figure 40.

• .The architecture developed below assumes some form of concentra-

• , tion, such that the data rate from the concentrator does not exceed
,.tabout 2 times the specification of 60 mega points per sec. Then an
"'i;'architecture for accomplishing the routing of pixel data from the

concentrator to the addressed cell of the Frame Buffer is developed.
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A modification to this Frame Buffer architecture is presented at

the end of this section. This modification allows for partial data
accumulation to pixel locations to be performed at the Concentrators.
Concentrators would be housed in cabinets with the Processors. Hence,
the inter-cabinet Concentrator to Frame Buffer bus speed requirements
are reduced by the modification.

Once the number of pages of Frame Buffer memory has been deter-
mined, an architecture is developed for performing the final filter
function on the output of the Frame Buffer.

ARCHITECTURE

If one allows a budget of 4 microsec. to calculate one point for
one Concentrator pipe line feeding data to the Frame Buffer; then,
using a data rate of 128 mega points per sec., as the architecture
design goal from the Concentrator to the Frame Buffer, yields 512
Concentrator pipe lines. Since the Frame Buffer consists of two full
displays, each 512 x 512 pixels; each pixel having no more than 14
bits per color and no more than 6 bits to hold the accumulated count
of points per pixel, then the Frame Buffer memory size is less than
1.6 mega byte.

Let us assume that one cabinet will accommodate the memory rout-

ing, Frame Buffer, and D/A converters. Since multiple cabinets will

be required to house the processors, it is clear that a signal bus
between cabinets will be required to pass data from the Concentrators
to the Frame Buffers. Table 8 indicates the maximum number of wires
needed to communicate 60 mega points of data to the Frame Buffer
Router at a rate of 128 mega points per sec.

TABLE 8. CONCENTRATOR TO FRAME BUFFER BUS PARAMETERS

Da*a Interval
(Data Only) Bus Dimension on Bus

(Data and Address) nanosec

310 540 100
460 810 150
620 1080 200
770 1350 250
930 1620 300

Table 8 assumes 24 bits of data and a negligible number of con-
trol lines (i.e., less than 3 control lines) are needed on a data only
bus. If the bus must pass the address each time rather than more
simply encode the address increments on the control lines, then 18
bits of address is also required per point. Table 8 indicates that
one can budget about 800 lines to the Concentrator- Frame Buffer bus,
or eight 100-pair connections.
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The number of pages of memory can be estimated for various speed

memories based upon 512 x 512 pixels accumulating at a rate of 128

mega points per sec. Table 9 illustrates various memory partitions as

a function of the sum of memory read, memory write, and accumulate

time, which is termed the Frame Buffer cycle time.

TABLE 9. PAGES OF MEMORY VERSUS FRAME BUFFER CYCLE TIME

Frame Buffer Year

Memory Words per Page Cycle Time when
Pages *1024 nanosec Inexpensive

26 10 200* 1984
38 7 300
51 5 400 1982
64 4 500
76 3.3 600
90 2.8 700
102 2.5 800 1980
128 2 1000

*The recently announced (23) 2k*4 static RAM TM52149 ope-2tes

at a maximum read time of 35 nanosec. The TMS2149 costs $8.45 in lots

of 100.

If T is the Frame Buffer cycle time and n is the number of pages,

then 128 mega points/sec = n/T. Memory cycle times appear to be

decreasing by a factor of 2 about every two years. In the 1979-1980

time frame inexpensive memory had a cycle time of 300 to 800 nanosec.

One anticipates inexpensive memory in the 1982-1983 time frame will

have cycle times of 100 to 400 nanosec. The routing control and Frame

Buffer architecture will be developed for 64 memory pages having 4k

pixels per page. Each page of memory will be able to accumulate a

data point back into a pixel location in less than 500 nanosec.

Figure 41 illustrates the Concentrator to routing and accumulat-

ing side of the Frame Buffer. To most easily develop and explain the

architecture, it will be assumed that both address and data are passed

per point to the router.

23"Electronic Products" Vol. 24, No. 10, Hearst Business

Communications, Inc., Garden City, New York, p. 80, January, 1982.

A
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C 32 C.Control 16 M.Control 64 Mem

51 250 ns 16 100 ns 16 64

Figure 41. Block Diagram of Concentrator, Routing and Frame Buffer.

The following symbology is used in Figure 41:

1. C is a Concentrator. There are 512 Concentrators indicated
in Figure 41 operating at 4 microsec per point. The bus
structure indicates 16 Concentrators feed one C.Control bus.

2. C.Control (Concentrator Controller) is a router taking 32
Concentrator's data (i.e., potentially 64 scan lines or a
strip of about 32 pixels wide) and decoding the 4 most
significant address bits to identify one of 16 page groups
of memory. There are 16 C.Controllers indicated in
Figure 41.

3. M.Control is a memory controller which accesses each
C.Control for data on a single bus shared among the 16
C.Controlers. There are 16 M.Controllers indicated in
Figure 41.

4. Mem is the actual Frame Buffer. There are 4k pixels per
page at 14 bits per each of the three colors and one 6 bit
counter to record the number of points accumulated into a
pixel. Each memory controller services 4 pages of memory.
Figure 41 indicates a total of 64 pages of memory.

Figure 42 illustrates the architecture for a Memory Controller
with its four pages of memory. There are 16 buffers shown, one
between each Concentrator Controller.

Each Concentrator Controller has one output bus which enters
ever, Memory Controller's buffer 1. It is assumed that the Concentra-
tor Controller is in the Memory Buffer cabinet. Hence, the 32 busses
shown in Figure 41 connecting the Concentrators, go between cabinets
and are budgeted at 250 nanosec per word, whereas the 16 busses
between the Memory Controllers are budgeted at 100 nanosec per word.
The Memory Controller is budgeted to accumulate data into memory at
350/4 nanosec or 87.5 nanosec Since all pipe lines are budgeted to
operate on data at a rate slightly faster than the pipe line accepts
the data, the elimination of bottlenecks is guaranteed for Figure 41.
Figure 42 indicates that the color adder is budgeted with 350/4
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C.C#1 C.C#2 C.C#15 C.C#16

Buff Buff Buff Buff
1 2 ... 15 16

100 ns 100 ns 100 ns 100 ns.L]J

Controller Color 3 x 14 Count
Adder 80 ns Increment

DR IDR HRD
4k  4k  4k  4k

Page Page Page Page
A 1 A 2 A 3 A 4
R R R R

250 ns 250 ns 250 ns 250 ns

Figure 42. Block Diagram of the Memory Controllers

nanosec of accumulation delay. An adder producing* its 14 bit sum in
87 nanosec or less can be shared without contention between about 4

- pages of memory.

The controller of Figure 42 performs the following functions:

1. Check 16 buffers at one time using a priority decode such
that the oldest buffer has the highest priority.

2. Accumulate the contents from highest priority buffer into
its pixel on the free page in memory. There must be at
least one free page of the four available. However, it is
possible that all buffers currently have their ready word
targeted to an active page in memory. Even if all buffers
initially point to the same page in memory, after 4 words
have been accumulated from 4 buffers, all the memories
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should be cycling among the buffers and accumulating pixels.
An average data rate is guaranteed by addressing contigous
screen pixels to one of the 64 pages in memory. Figure 43
illustrates a page numbering scheme for placing geometric-
ally near pixels in unique memory pages. All pixels labeled
1 are on page 1. All same page pixels have at least an 8
pixel space separation from a geometric neighbor also tar-
geted for page 1. Pages 1, 2, 3, and 4 are controlled by
the same Memory Controller.

63 64

14 1 5 9 13 2 6 10 14 1

17 21 25 18 22 30

33 34 38 48

62 49 53 57 61 50 54 58 62

16 3 7 11 15 4 8 12 16 3

19 31 20 24 28 32

35 39 47 36 I 40 48

64 51 55 59 63 52 56 60 64

14 1 13 2

Figure 43. A Mapping of Memory Pages to Display Space.

A two-step controller is best hardwired. It is clear that the
function of accumulation will not change (i.e., Mem(Addrs) Mem (Addrs)
+ Buffer Data; CNT(Addrs)*-CNT (Addrs) + 1).

One final comment about Figure 42, the 16 Buffs are assumed to be
FIFO's (i.e., First-In-First-Out devices). Hence, they automatically
load data from a C.Control bus when the data available flag says
"load".

The buffers, Buff 1 and Buff 2, need be no more than dual regis-
ters which ping-pong between loading data from a Concentrator group
and passing the data to the FIFO buffer, OUT. The Buff's serve one of
the functions performed by FIFO's, to allow asynchronous operation
between stages.
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C#1 C#i+1

Buff Buff
1 2

200 ns 200 ns

C ontr,

L~i Out
l j

SD.A. 100 ns

Destinatio
i]Decode C.C#j

0 15

Figure 44. Block Diagram of Concentrator Control of Figure 41.

Figure 44 illustrates one of the C.Control elements of Figure 41.

The control in Figure 44 alternates access to the OUT buffer
between Buff 1 and Buff 2, and commands OUT to load if the accessed
Buff has data available. This architecture assumes each Buff has
tri-state outputs. Hence, the control function can be placed in the
following algorithm:

1. Deactivate Buff 2 tri-state drivers; activate Buff 1 tri-
state drivers; determine if Buff 1 has data.

2. Load data to OUT if Buff 1 has data.

3. Deactivate Buff I tri-state drivers; activate Buff 2 tri-
state drivers; determine if Buff 2 has data.

4. Load data to OUT if Buff 2 has data; go to step 1.

The OUT buffer output is connected to one port of each M.Control,
as shown in Figure 42. Figure 44 indicates that the address bits (e.g.
each of the 2 least significant row and column pixel locators) are
decoded to identify which M.Control will receive-the data. This decode
is activated if the data available (D.A.) line of OUT is activated.
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The architecture of Figure 44 allows for asynchronous operation
between Concentrator groups and Memory Controllers. The architecture
is simple and most reasonably would be hardwired due to the 100 nano-
sec. transfer requirement.

At this point, it is appropriate to review the architecture of
Figure 41 and investigate the reordering of at least part of the
accumulation function. If all accumulation could be accomplished at
the Concentrators of Figure 40, then the data rate into the Frame
Buffer would be less than 16 mega points per sec, a savings, by a
factor of 8, over the architecture just presented since a 128 mega
point per sec rate was utilized to account for bursts of data. Let us
investigate an architecture for accumulating data at a Concentrator,
buffering these accumulations and then sequentially passing them to
the Frame Buffer.

ALTERNATE CONCENTRATOR ARCHITECTURE

In order to accumulate scan line data at a Concentrator in a
reasonably small buffer memory, one must accomplish the following:

1. The scan lines must be grouped to a Concentrator according
to the geometric region being calculated, to facilitate
accumulation.

2. A simple address decoding scheme must exist to transform a
strip swept across the screen into buffer addresses, to
facilitate accumulation with a buffer memory which is but a
fraction of the display size.

If a Concentrator accumulation stage is introduced, then the rate
of data concentration at a concentrator of Figure 41 will not change,
however the rate at which accumulated pixel information will be passed
to the C.Control will decrease by about a factor of 8 (i.e., note
however, that the width of the bus from C to C.Control will increase).
Hence, by decreasing the number of busses from 32 to 16, the data rate
shown in Figure 41 will decrease from a word every 250 nanosec to a
word every 1 microsec on the average. Further, since picture data
would be accumulated at a concentrator, the order which picture data
will be placed on the inter-cabinet bus can be controlled, such that
all memory planes are active (i.e., the average data rate is main-
tained without substantial contention of data destined for any one
page of memory and hence the FIFO's of C.Control and M.Control can be
eliminated). All accumulation will not be possible at the concentra-
tors, unless they share data. Since a frame buffer is required to
hold a full scene, interconnection between the concentrators is not
warranted.

Figure 45 illustrates an architecture which satisfies all the
requirements. Eight scan line concentrators servicing a connected
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region of the world are accumulated to a simply transformed memory.
As the scan lines pass over a region of the scene and start projecting
information to other screen pixels, the data accumulated into "old"
pixels can be routed toward the Frame Buffer. Figure 45 allows one

* accumulated data for one pixel to be routed forward every 3000 nano-
sec. The last stage is a double buffered accumulator allowing pixel
data from any of the four accumulation memories to be routed to a
C.Control, if from the interior of its wedge; or to be accumulated
with its neighbor, if from a wedge boundary.

[ Address DecodeI
#1

8 Accum. 1 Pixel
C 500 ns Mem. #1 ns Accum.

and
Double

Address Decode Buffer
#2 I

8 Accum. 1 1 C.C
S 500 ns Mem. #2 '3000 ns "700ns

Address Decode
#3

8 Accum. 1 
C 500 ns Mem. #3 ns

Address Decode
#4

8 > 500 Accum. 11
500 ns Mem. #4 3000 ns

Figure 45. Concentrator Accumulation Architecture

The address decode portion of Figure 45 can be simply accomp-
lished defining two axes:

1. Screen axes Xs, Ys

2. Accumulation memory axes XA, YA"

Pixel data is computed in terms of Xs,Ys but stored in the accumula-
tion memory of Figure 45 in terms of XA, YA" One of the screen axes
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will vary more rapidly, call this the ICASE axis. If Xs is the ICASE

axis let XA = MOD(Mx,Xs), where Mx is the address length along the X
axis of the memory. Modular arithmetic is suggested for the ICASE

axis since accumulated data is routed forward as the scan line moves
to succeeding screen pixels. Let the axis associated with the more
slowly varying coordinate change be called IOTHR. Then if Ys is the
IOTHR axis Y = MOD(My,Ys - aXs), where a corresponds to the slope,
AYs/AXs, of awedge.

Figure 46 illustrates an address decode from physical space to
Concentrator accumulation memory space. The ICASE axis corresponds to
Xs. The slope is nearly 450.

YAS

Y 7 My 6 766 ------

Z45 2

sX e X

N x Nx N

Figure 46. Memory Map of Screen Coordinates to Accumulation-Addresses.

The address decode for translating the Concentrator accumulation
memory back into screen coordinates can be accomplished by maintaining
two base registers. These base registers can be either at the Double
Buffer of Figure 45 or at C.Control of Figure 41. The conversion is

Xs = XA + Nx (76)

Ys = YA + aXs + Ny (77)

where Nx, Ny corresponds to an Initialization offset plus an integer
number of memory dimensions Mx and My respectively. Figure 46 illus-
trates that line a in screen coordinates maps to the line My/2 in
accumulator space. My need be no larger than Nx according to Fig-
ure 46. My must be at least as large as the number of pixels swept by
a group plus about 4 to allow for address decode round off. However,
Nx = My = M allows for shifting between ICASE and IOTHR axes with

minimum effort. For example, a 1K memory allows M = 32 which provides
at least 4 group widths for a screen wedge.
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The addressing scheme for unloading the Double Buffer of Figure
45 is simplest if the ICASE axis coordinate is held constant with the
IOTHR axis varying. For example, if Xs is the fast axis, then unload-
ing would be accomplished by XS = XA + NA and holding XA constant

until a full segment of Ys = YA + aXs + Ny pixels had been unloaded to
the next stage. Unloading of data would be associated wiLh clearing
the count for data points for that pixel to zero, as well as clearing
'the three intensities associated with the pixel.

The Accumulation Memory of Figure 45 needs to have a speed of
about 500-300/3500 = 428 nanosec. The maximum word length is 14 bits
per color plus 6 bits for count or 6 bytes. A memory speed for read,
accumulate, write of better than 400 ns would allow the use of one
high speed accumulation buffer at 1k words of 6 bytes per word. This

• high speed memory would be arranged with 32 address per axis. How-
ever, less than 24 address would be needed for the IOTHR axis, if one
uses 2 scan lines per pixel.

The general structure of Figure 41 is not changed by allowing
concentration accumulation, however the routing complexity is reduced.
Figure 47 illustrates the impact of concentrator accumulation on thei routing of data to the Frame Buffer.

=.C C. Control M. Control Mem

S512 700 ns 4 175 ns 4 16

Figure 47. Block Diagram of Routing and Frame Buffer Architecturewith Concentrator Accumulation.

The reduced data rates desired have been achieved in Figure 47.
* Further, the routers (i.e., M. Control and C.Control) have the number

of interconnecting busses reduced, but the bus width has been
increased. The data bus for one point in Figure 41 was 24 bits. The
data bus in Figure 47 is 3*14 + 6 = 48 bits. Hence, the apparent
factor of 8 reduction in data rate (i.e., words per sec) is actually
only a factor of 4 (i.e., bits per sec). Some slight improvement is

* possible if the count (i.e., number of data points contributing to a
pixel) is limited to 4 bits of representation. That is all colors are
divided by count and multiplied by the largest allowed count value

* (i.e., one may encode the transmission of count such that 0 means one
data point and 15 means 16 data points). The rescaled color and the
maximum count would be routed to the frame buffer. The width of the
data bus in the case count is bounded by 16, is 3*12 + 4 =40 bits.
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PONG FRAME BUFFER ARCHITECTURE

The last element to be described for the REAL SCAN architecture
is the Display side of the Frame Buffer. The Display side of the
Frame Buffer is the "Pong" memory of Figure 39 plus the Final Filter.
The Final Filter takes the accumulated color per pixel and divides
this accumulation by the count (i.e., the number of data points which

*make up the accumulated color). In this way, edge blurring and stair-
casing is at least partially eliminated from the displayed scene.
Figure 48 illustrates the Display side of the Frame Buffer.

PONG Hem. Pages

#1 #n

ADRS in I Color: Ping nj COUNTni I ' nj

out Color: Pong nn RO J

NUX _______

3 NULT[ MT n

0/A

3

Figure 48. Block Diagram of Display Side of the Frame Buffer.

The Frame Buffer memory is arranged in pages. Figure 48 indicates
that "n" pages of the "pong" side of the Frame Buffer are read in
parallel into the ping color register and corresponding count regis-
ter. There is one color location and one pixel count for each of the
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pages of memory written to the color/count registers. Each 6 bit
count value is inverted by a high speed ROM and then the product is
formed of each of the 3 colors (red, green, blue) by using three of
the Mult's per pixel. This product (i.e., one word per color) corre-
sponds to the average color to be diplayed at a pixel. The product is
loaded back into the "ping" color register.

During the time the RON is inverting count and the average color
is being formed, the "pong" Frame Buffer locations just read are being
cleared to zero. Clearing the count and color per pixel location at
this time allows proper accumulation during the ping cycle, and can be
accomplished without further burden on Frame Buffer access time.

Current thinking utilizes 8 bits per color since color tests,
which we have performed, indicate that discernable Mach banding occurs
at somewhere between 6 and 7 bit resolution for display intensities
available on the DICONED. If one were to use REAL SCAN with a device
capable of four times the DICONED's apparent display intensity, then
one would need about a 10 bit D/A result.

The averaged, and hence correct, pixel color is multiplexed via
the MUX to the 3 high speed D/A converters for driving the RGB dis-
play. The availability of tristate registers eliminates the need for
a physical mutiplexer, since the "pong" register output can be selec-
tively enabled.

The number of pages of "pong" memory which need to be averaged in
parallel can be calculated as follows:

1. Determine the pixel interval

2. Determine the averaging calculation time (i.e., sum of
"pong" memory fetch, ROM read, multiply, and "ping" register
write)

3. The minimum number of memory pages is the integer greater
than the ratio of average calculation time and pixel
interval.

For example, if the pixel interval is 100 nanosec and the pong
memory fetch is 200 nanosec, the ROM read is 100 nanosec, the multiply
is 150 nanosec, and the "ping" register write is 10 nanosec; then the
number of Frame Buffer pages is 5. Figure 47 indicates that loading
the Frame Buffer places a requirement of at least 16 pages. Hence, 16
pages of memory, operating with the parallel function speeds above,
could present a new pixel every 28 nanosec.

The architecture presented in this section demonstrates the
7feasibility of the Frame Buffer concept to create high detail dis-

plays. However, work still remains to define an optimum REAL SCAN
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algorithm for calculating the data base in real time. When an optimum
data base calculation algorithm is determined, then the detailed
processor and concentrator structure should be determined. The Frame
Buffer places a burden of only one display time delay on the pipelined
process. Hence, if the pipelined processors have negligible pipeline
delay and they can load the "ping" of memory in one display time, then
RiL SCAN potentially has only two display tim delays between identi-
Lying the eye location and creating the last display pbxel (.e., one

to load the "ping" memory and one to display the "pong" memory).
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SECTION VI

PICTURE GENERATION SOFTWARE

The purpose of this section is to document four routines that are
used in conjunction with the DICONED D47 Image Recorder (DICONED) and
our Image Parameter Text Generation routines. The four DICONED
routines are entitled:

1. DICBWSA.FOR (DICONED Black and White Stand Alone routine)
2. DICCOLSA.FOR (DICOIED Color Stand Alone routine)
3. SDICBW.FOR (Subroutine DICONED Black and White)
4. SDICCOL.FOR (Subroutine DICOMED Color)

DICBWSA.FOR and DICCOLSA.FOR are to be used with previously generated
data that is stored on disk or magnetic tape (mag tape). SDICBW.FOR
and SDICCOL.FOR are subroutines that may be incorporated into data
generation routines for immediate output to the DICONED. These
routines are in the P8734 directory of NTEC's VAX-11/780. Related
topics also included in this section deal with the DICONED itself and
the DICONED driver routines written by Jeff Rubin prior to 1979. Also

.included are techniques for using options available on the DICONEO.

This section assumes some knowledge of FORTRAN code and VAX-
11/780 command language. Equations are given in FORTRAN code and
FORTRAN program listings are included. Several VAX-11/780 command
language procedures are included. This section updates a former P8734
DICONED report dated 14 December 1979 which describes limited black
and white use of the DICONED. It is recommended that the reader read:

IMAGE RECORDERS

Models D46 and D47

Operation and Programming Manual

This document describes the general use of the DICOMED. A copy is
located in the NTEC Computer Lab (N-74).

In the following paragraphs, FORTRAN variables are identified by
all capital letters, e.g., COLOR, ITEMBUF(512/512). VAX-11/780 files
names are identified by their name and file specification, e.g.,
DICBWSA.FOR, RANIM.EXE, SRCAMSA.COM. Words that reference FORTRAN
statements are in single quotes (), e.g., 'called' for subroutine
calls, 'included' for INCLUDE statements. INCLUDE statements allow a
file to be 'included' in the FORTRAN compilation. INCLUDE is usually
used for data declarations, variables, and arrays that are common to
different routines.
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Appendix DA through DI is the documentation of a text generator
for the DICOMED. The text generator allows information about the

* picture to be printed as part of the photograph.

* The DICOMED D47 Image Recorder is used to translate binary data
into Polaroid or 35m1 photographs. One binary data word is assigned
to each picture element (pixel) in the photograph. The set of binary
data words for a photograph is referred to as picture data. Each data
word may have either 6 or 8 bits of accuracy. Six bits implies 64
intensities, 8 bits implies 256 intensities. The DICOED driver
routines, written by Jeff Rubin prior to 1979, only allow for the use
of 8 bit data words. Eight bit data is referred to as a FORTRAN byte
data word and has a range from -128 to 127. Zero (0) corresponds to
black, 127 to grey, -128 to grey +1, and -1 to white in the normal
output mode. Black becomes white and white black in the complement
mode. Rubin's routines only allow normal mode output. If the gener-
ated picture data ranges from 0 to 255, a shift should be performed as
follows to avoid a FORTRAN overflow error.

IR = < data > !0 < data < 255
ISHIFT = 256 * (IR/128)
BUF1(IXBS) = IR - ISHIFT

where BUF1 is a byte array and IXBS is the data's location in that
array.

Stand Alone Routines

Stand alone routines are used when the data has been previously
generated by another program and stored in a disk or mag tape file.
Stand alone routines require that the picture data be read into the
program in order to be output as a picture. Two stand alone routines
exist: DICBWSA.FOR for black and white, DICCOLSA.FOR for color.

DICBWSA. FOR

DICBWSA.FOR is the DICOMED Black and White Stand Along routine
which allows the output of previously generated black and white
picture data. The following is a step-by-step procedure for using
DICBWSA. FOR.:

1. Store the picture data in a VAX FORTRAN data file. These
files are disk files entitled FOROnn.DAT. where nn is an
integer between 10 and 99. A number between 1 and 10 may be
used, but there is a risk of interfering with system assigned
devices.

2. Set up the DICOMED using the DICOMED start up procedure
described in Appendix AA.
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3. Compile DICBWSA.FOR.

4. Link DICBWSA. FOR with the DICONED driver routines: @ DICBWSA.
The @ executes a VAX command procedure entitled DICBWSA.COM.
DICBWSA.COM is listed here.
$LINK/EXE=[P8734]DICBWSA -
DIC:BLKDATA,[P87 4]DICBWSA, -
DIC:DICOMED/LIB

5. DICBWSA is now ready to run:
RUN DICBWSA

6. A terminal session showing the compile, link, run, and
response to requests from DICBWSA is shown here for refer-
ence. Normal type represents computer response, boldface
represents user response.

$ FOR DICBWSA
$ UDICBWSA
$ RUN DICBWSA

GENERAL STAND ALONE BLACK AND WHITE DICOMED ROUTINE

THE PICTURE DIMENSIONS ARE SET AT 512,512
ENTER TYPE OF FILM: POLAROID=O. 35mnm=1.
0
DO YOU WISH TO FILTER THE DATA? (YES=1)
1
THE RESOLUTION IS SET AT 3.
IS A READ REQUIRED? (YES=1)
1
ENTER THE FILE YOU WANT TO READ ITEMBUF
25

READING ITEMBUF FROM FILE 25
READING INT2 FROM FILE 25

FILLING ANY MISSED PIXELS
MISSED PIXEL AT IXBS,IYBS= 512 512

SENDING DATA TO THE DICOMED
THE END
DO YOU WANT TO DO ANOTHER PICTURE? (YES=1)
0
FORTRAN STOP
$ PURGE DICBWSA.*

The output is on Polaroid black and white Type 52 film. An example is
shown in Figure 49. The program listing of DICBWSA.FOR is given in
Appendix CB.
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Figure 49. Output from DICBWSA.

DICCOLSA. FOR

DICCOLSA.FOR is the DICOMED Color Stand Alone routine which
allows for the output, of previously generated color picture data, to
the DICOMED. Step-by-step use of DICCOLSA.FOR is given here:

1. Store the picture data in a VAX FORTRAN data file. These
files are disk files entitled FOROnn.DAT, where nn is an
integer between 10 and 99. A number less between 1 and 10
may be used, but there is a risk of interfering with system
assigned devices.

2. Complete the DICOMED start up procedure described in
Appendix AA.

3. Compile DICCOLSA.FOR:
$ FOR DICCOLSA

4. Link DICCOLSA with the DICOMED driver routines:$ @DICCOLSA

The @ executed the VAX command procedure DICCOLSA.COM is listed here:

$LINK/EXE=[P8734]DICCOLSA -
DIC:BLKDAT,[P8734]DICCOLSA, -
DIC:DICOMED/LIB

5. DICCOLSA is now ready for execution:
A typical terminal session is illustrated here (regular type
is computer, bold face is user):
$ FOR DICCOLSA E
$ @DICCOLSA '-H
$ RUN DICCOLSA
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GENERAL STAND ALONE COLOR DICOMED ROUTINE

THE PICTURE DIMENSIONS ARE SET AT 512,512
ENTER TYPE OF FILM: POLAROID=O. 35muFl.
0
DO YOU WISH TO FILTER THE DATA? (YES=1)
1
THE RESOLUTION IS SET AT 3.
ENTER THE NUMBER OF DICOMED PASSES
2
IS A READ REQUIRED? (YES=1)
ENTER THE FILE YOU WANT READ ITEMBUF
30

READING ITEMBUF FROM FILE 30
READING INT2 FROM FILE 30

FILLING ANY MISSED PIXELS
SENDING NEUTRAL DATA TO THE DICOMED
SENDING GREEN(1),RED(2),BLUE(3)= 1
SENDING GREEN(1),RED(2),BLUE(3)= 2
SENDING GREEN(1),RED(2),BLUE(3)= 3
PASS 1 COMPLETED
SENDING NEUTRAL DATA TO THE DICOMED
SENDING GREEN(1),RED(2),BLUE(3)= 1
SENDING GREEN(1),RED(2),BLUE(3)= 2
SENDING GREEN(1),RED(2),BLUE(3)= 3
PASS 2 COMPLETED
THE END
DO YOU WANT TO DO ANOTHER PICTURE? (YES=1)
0
FORTRAN STOP

The output from the terminal session is given in Figure 50.

The FORTRAN listing of DICCOLSA.FOR is given in Appendix CC.

Figure 50. Output from DICCOLSA.
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SUBROUTINES

DICONED output routines are used when the picture data is to be
sent directly to film and not necessarily written to disk or mag tape.

• .SDICBW.FOR is used when only black and white picture data is being
sent to the DICOMED. SDICCOL.FOR is used for sending color picture
data to the DICOMED.

SDICBW. FOR

SDICBW.FOR (Subroutine DIComed Black and White) can be used where
the picture data is generated and a photograph is desired immediately.
The main program which reference the subroutine SDICBW must have the
following declarations inserted at the beginning of its FORTRAN code:

INTEGER*2 ITEMBUR(512,512), INT2(512,526)

BYTE ICNT(512,512)

EQUIVALENCE (ICNT,INT2)

COMMON ITEMBUF,ICNT

Three parameters must be sent to SOICBW.FOR via a FORTRAN sub-
routine 'call' statement as follows:

CALL SDICBW(IMOV,IFLT,IAN)

where Table 10 defines the agruments.

TABLE 10. SDICBW ARGUMENTS

VARIABLE VALUE DEFINITION

IMOV 0 The type of film is Polaroid
1 The type of film is 35mm

IFLT 0 Do NOT filter missed pixels
1 DO filter missed pixels

IAN 0 Do NOT make a duplicate photograph

IANI DO make a duplicate photograph

A short test routine has been written to demonstrate the use of
SDICBW. FOR.
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C TEST ROUTINE FOR SDICBW. FOR
C HOWEVER, THE DATA IS READ INSTEAD OF GENERATED.
C

INTERGER*2 ITEMBUF(512 ,512), INT2(512,256)
BYTE ICNT (51.2,512)
EQUIVALENCE (ICNT,INT2)
COMMON ITEMBUFICNT
READ (20,1000) ((ITEMBUF(IJ), I=l,512),J=l,512)
READ (20,1000) ((INT2(I,J),I=1,512),J=1,256)

1000 FORMAT (66A2)
IMOV=O
IFLT=1
IAN=O
CALL SDICBW(IMOV,IFLT,IAN)
STOP
END

SDICCOL. OR

SDICCOL.FOR (Subroutine DlComed COLor) can be used when immediate
color photographs are desired from the calling routine. The following
FORTRAN 'include' statement must be inserted at the beginning of the
main routine's FORTRAN code:

* INCLUDE -[P8734]DICBUF. FOR-

A listing of DICBUF.FOR is shown here:

INTEGER*2 ITEMBUF(512,512,3),INT2(512,256)
BYTE NEUTRAL(512,512) ,ICNT(512,512)
EQUIVALENCE (ICNT, INT2)
COMMON ITEMBUF,NEUTRAL,ICNT

SDICCOL.FOR requires four parameters from the calling routine. The
FORTRAN 'call' statement used is as follows:

CALL SDICCOL(IMOV,IFLT,IPASS,IAN)

where Table 11 defines the arguments.
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TABLE 11. SDICCOL ARGUMENTS

VARIABLE VALUE DEFINITION

IMOV 0 The type of film is Polaroid1 The type of film is 35mm

IFLT 0 Do NOT filter missed pixelsIFT1 DO filter missed pixels

IPASS x x is the number of times data is duplicated

on the film to give good color pictures (normal
is 2)

0 Do NOT make a duplicate photograph
IAN 1 DO make a duplicate photograph

Image Parameter Text Generation Routines

During testing of the REAL SCAN algorithms, numerous scene images
are created on both Polaroid and 35mm film. The scene parameters
which are used by the routines along with the date and time of scene

* generation must be correctly identified with each picture.

The following is a description of the operation of the DEC
FORTRAN IV PLUS routines which create a field of alphanumeric text
containing the scene and data base parameters. The text field is
output by a separate DICOED control routine adjacent to the scene
image. The operation of each of the text generation routines will be
described and the input/output variables and arrays will be iden-
tified. The routines documented in this subsection are:

1. DATACHAR.FOR
2. DICCHAR. FOR
3. CHCONV.FOR

Included will be inputs and outputs from an example execution of
the data base test routine in EGLPICMAN.FOR. The routine used for the
DICOMED control in the example is from DICCAMMAN. FOR and the data base
used is from EGLDATA. FOR. Program listings for DATACHAR.FOR,
DICCHAR.FOR, CHCONV.FOR, DICCAMMAN.FOR, EGLPICMAN.FOR, AND EGLOATA. FOR
are included in Appendices OB, DC, DD, DE, DF, DG respectively.

OPERATIONAL OVERVIEW

The image parameter text generation routines are subroutines
which must be called by a separate DICOMED control routine. Either
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the scene generation control routine or the DICONED control routine
must transfer the data base parameters to the text generation
routines. The text generation routines then output the text adjacent
to the scene image.

The text routines generate the output text for the DICOMED con-
trol routine through the manipulation of three arrays, ICH, ASCH, and
ITEXT. ICH, dimensioned as BYTE ICH(7,9,51), contains the character
set consisting of 51 characters. Each character -s 7 elements wide by
9 elements in length. ASCH, dimensioned as BYTE ASCH(17,39), defines
the entire text field as 17 character spaces wide by 39 character
spaces in length. For ASCH(I,J), an index value of I equal to 1
defines the leftmost and an I equal to 17 defines the rightmost column
of the text field. An index value of J equal to 1 defines the top row
of the text field. ASCH is coded with the decimal ASCII code for each
character in the text field. ITEXT, dimensioned as BYTE ITEXT(170,
512), is the output array from the text generation routines. For
ITEXT(I,J), index values of I equal to 1 and I equal to 170 defines
the leftmost and rightmost elements of the first and last character
spaces in row J, respectively, and index values of J equal to 1 and J
equal to 512 defines the top and bottom elements of the first and last
character spaces in column 1, respectively. ITEXT defines each
element of the 7 by 9 characters identified by ASCH as an array
element of ITEXT over the entire text field.

The character ASCII codes of ASCH, for the text which is fixed,
and the character set of ICH are initialized via DATA statements.
Array ASCH is loaded with all of the input text variables by either
the image generation control routine or the DICONED control routine.
The text generation routines input array ASCH via a common block of
memory. ITEXT is then created from ASCH by accessing the character
ASCII code in each element of ASCH and filling the corresponding
elements of ITEXT with the character of ICH pointed to by ASCH. As an
example, let ASCH have as element ASCH(3,20)=81. This defines, in the
text field, that the character space 3rd from left to right and the
20th from top to bottom 'has the decimal ASCII code 81, which is the
letter Q". The 63 elements corresponding to that character space in
ITEXT are filled with the 7 by 9 element character construction for
"Q" as defined by ICH. Once ITEXT is filled from ASCH, control is
returned to the DICOMED control routine which uses ITEXT to print the
text adjacent to the scene image. Figure 51 gives a functional block
diagram of the text generation routines operation in conjunction with
the image generation routines.
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S Input Scene and

Data Base Parameters

Generate Scene

Create Text Array

Output Scene
and Text Image

END

Figure 51. Flowchart of Image Generation and Text Routine Integration.

DATACHAR. FOR

The FORTRAN file DATACHAR.FOR contains no executable statements.
DATACHAR.FOR has only three DATA statements, which are used to init-
ialize the character set array ICH and the character text array ASCH.
The statements are executed in Subroutine DICCHAR via the FORTRAN
statement INCLUDE DATACHAR.FOR. Due to the size of ICH and the con-
straint placed upon the FORTRAN code by the DEC FORTRAN IV PLUS
compiler limit of a maximum of 99 lines of continuation, ICH must be
initialized in two parts, This is performed by dimensioning ICH1
(7,9,22) and ICH2(7,9,29) and equivalencing them to ICH via the
FORTRAN statement below:

EQUIVALENCE (ICH,ICH1),(ICH(1,1,23),ICH2)

*. This allows the use of a DATA statement for ICH1 and a DATA statement
for ICH2 to accomplish the initialization of IrH.

The DATA statements for ICHI and ICH2 in DATACHAR.FOR initialize
each of the 51 characters of ICH(7,9,51) by defining each element in
each character as either -1 or 0. The constants -1 and 0, expressed
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in byte form, represent the maximum and minimum intensities, respec-
tively, that can be output by the DICOHED. A -1 designates white and

': 0 designates black as seen on photographs produced on the DICOMED.
The character set defined by ICH is shown in Appendix DH with each
character having an asterisk for a displayed element and a space for
elements not being displayed. The character constructions shown in
Appendix DH are used since their low degree of similarity among char-
acters with similar symbols leads to a high degree of recognition.
Also, shown in Appendix DI are some of the possible variations in
letter constructions.

The third DATA statement in DATACHAR.FOR initialized ASCH with
the text information which is fixed. ASCH is initialized with the
decimal ASCII code for each character in the fixed text and with the
decimal number 0 for character spaces which are to be left blank.
Figure 52 shows the array ASCH after initialization.
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 88 61 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 89 61 0 0 0 0 0 0 0 0 0 0 0 0 0

0. 0 65 61 0 0 46 0 0 0 0 0 0 0 0 0 0
0 0 66 61 0 0 46 0 0 0 0 0 0 0 0 0 0
0 0 67 61 0 0 46 0 0 0 0 0 0 0 0 0 0
0 0 78 67 82 61 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 84 69 82 82 65 73 78 0 0 0 0 0
0 0 83 73 90 69 61 0 0 0 0 0 0 0 0 0 0
0 0 84 89 80 69 61 0 0 0 0 0 0 0 0 00
0 0 72 79 82 90 61 0 0 0 0 0 0 0 0 0 0
0 0 86 69 82 84 61 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 84 82 69 69 83 47 82 79 67 75 83 0 0 0
0 0 83 73 90 69 61 0 0 0 0 0 0 0 0 0 0
0 0 84 89 80 69 61 0 0 0 0 0 0 0 0 0 0
0 0 72 79 82 90 61 0 0 0 0 0 0 0 0 0 0
0 0 86 69 82 84 61 0 0 0 0 0 0 0 0 0 0S0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 71 82 65 83 83 47 76 69 65 86 69 .83 0 0 0
0 0 83 73 90 69 61 0 0 0 -0 0 0 0 0 0 0
0 0 84 89 80 69 61 0 0 0 0 0 0 0 0 0 0
0 0 72 79 82 90 61 0 0 0 0 0 0 0 0 0 0
0 0 86 69 82 84 61 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 76 65 75 69 0 0 0 0 0 0 0
0 0 83 67 65 76 69 61 0 0 0 0 0 0 0 0 0
0 0 65 88 73 83 0 83 84 82 61 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 70 73 69 76 68 83 0 0' 0 0 0 0
0 0 83 76 79 80 69 61 0 0 0 0 0 0 0 0 0
0 0 83 73 90 69 61 0 0 0 0 0 0 0 0 0 0S0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 83 85 78 0 83 72 65 68 79 87 58 0 0 .0 0 0
0 0 70 73 82 83 84 58 0 0 0 0 0 0 0 0 0
0 0 83 69 67 79 78 68 58 0 0 0 0 0 0 0 0

Figure 52. ASCII Codes for Text Initialized in ASCH(1=1-17,J=1-39)
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DICCHAR FOR

The FORTRAN file DICCHARFOR contains subroutine DICCHAR which
performs the character text generation. Subroutine DICCHAR requires
as input, from an external source, all of the text variables and
arrays listed in Table 12 for the generation of the text field.

TABLE 12. TEXT VARIABLES

INPUT VARIABLES:

NAME TYPE COMMENT

A REAL Sun Vector X Component
B REAL Sun Vector Y Component
C REAL Sun Vector Z Component
IX 1*4 X Position of Scene Center
JY 1*4 Y Position of Scene Center
NCR 1*2 Database Coordinate Scale Factor
LSCAL 1*4 Lake Height Scale Factor
IWAVSCAL 1*4 Lake Coordinate Scale Factor

INPUT ARRAYS:

NAME TYPE COMMENT

FLDSL(8) CHAR*1 Field Scale Factor
FLDSZ(9) CHAR*1 Field Size Factor
GRAHOR(9) CHAR*1 Grass Ground Scale Factor
GRASZ(9) CHAR*1 Grass Noise Filter Size
GRATP(9) CHAR*1 Grass Noise Type
GRAVER(9) CHAR*l Grass Height Factor
ROCHOR(9) CHAR*1 Rock Ground Scale Factor
ROCSZ(9) CHAR*1 Rock Noise Filter Size
ROCTP(9) CHAR*1 Rock Noise Type
ROCVER(9) CHAR*1 Rock Height Factor
SUNFT(8) CHAR*1 Sun Shadow First Factor
SUNSD(7) CHAR*1 Sun Shadow Second Factor
SUNSH(3) CHAR*1 Sun Shadow? yes or no
TERHOR(9) CHAR*1 Terrain Ground Scale Factor
TERSZ(9) CHAR*1 Terrain Noise Filter Size
TERTP(9) CHAR*1 Terrain Noise Type
TERVER(9) CHAR*1 Terrain Height Factor
TITLE(15) CHAR*1 Title Character String

All of the variables and arrays input by subroutine DICCHAR are
either input from the user, computed by either the DICONED control
routine or the image generation control routine, or defined by the
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data base. The variables and arrays are of two types, character
string and numeric. The numeric variables must be converted to
character string arrays via 'calls' to subroutine CHCONV. The text

* input variables which are character strings are loaded into their
* positions in ASCH by the routine that input the text variables via the

following equivalence statement found in the input routine.

A EQUIVALENCE (ASCH(7,4),XPOS(1)),

(ASCH(7,5),YPOS(1)),(ASCH(8,6),SUNA(1)),
* (ASCH(8,7),SUNB(1)),(ASCH(8,8),SUNC(1)),
* (ASCH(8,9),NCRCH(1)),(ASCH(9,12),TERSZ(1)),
* (ASCH(9,13),TERTP(1)),(ASCH(9,14),TERHOR(1)),
• (ASCH(9,15),TERVER(1)),(ASCH(9,18),ROCSZ(1)),
* (ASCH(9,19),ROCTP(1)),(ASCH(9,20),ROCHOR(1)),

' * (ASCH(9,21),ROCVER(1)),(ASCH(9,24),GRASZ(1)),
" (ASCH(9,25),GRATP(1)),(ASCH(9,26),GRAHOR(1)),
* (ASCH(9,27),GRAVER(1)),(ASCH(10,30),LAKSC(1)),
A (ASCH(13,31),LAKAS(1)),(ASCH(10,34),FLDSL(1)),
* (ASCH(9,35),FLDSZ(1)),(ASCH(14,37),SUNSH(1)),
* (ASCH(10,38),SUNFT(1)),(ASCH(11,39),SUNSD(1)),
* (ASCH(2,1),TITLE(1)),(ASCH(2,2),CHDATE),
* (ASCH(12,2),CHTIM)

The converted character strings are loaded in their positions in ASCH
by the use of an identical FORTRAN equivalence statement by subroutine
DICCHAR to the equivalence statement described above.

Figure 53 shows array ASCH with the ASCII codes for each fixed
initialized character translated into its alphanumeric symbol and the
input character strings in their corresponding positions.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

1 -------------- TITLE(15)--------------------)
2 (------CHDATE*9 -------- -- CHTIM*5 ----
3 X = -------- XPOS(9-----------)

J 5 y = -------- YPOS(9-----------)
6 A -- ------ SUNA(9) -------------)

7 B -- ------ SUNB(9-------------)
8 C -------- SUNC(9-------------
9 N C R ------- NCRCH(9) -------------)
10
11 *T E R R A I N
12 S I Z E = (------- TERSZ(9) ------------)
13 T Y P E = ( ------- TERTP(9) ------------)
14 H 0 R Z = (C------- TERHOR(9) -----------)
15 V E R T ( -------- TERVER(9) -----------)
16
17 T R E E S /R 0 C K S
18 S I Z E = -------- ROCSZ(9) ------------)
19 T Y P E = -------- ROCTP(9) ------------)
20 H 0 R Z = -------- ROCHOR(9) -----------)
21 V E R T = -------- ROCVER(9) -----------)
22
23 G RA S S/LE A E ES
24 S I Z E = --------- tiRASZ(9) -----------)
25 T Y P E = (I-------- GRATP(9) ----------
26 H 0 R Z = --------- GRAHOR(9) ----------)
27 V E R T = --------- GRAVER(9- ----
28
29 L A K E
30 S C A L E = (------- LAKSC(8)----------)
31 A X I S S T R =(-LAKAS(5) -----
32
33 F I E L D S
34 S L 0 P E -------- FLDSL(8)----------)
35 S I Z E - -------- FLDSZ(9) -----------)
36
37 S U N S H A 0 0 W
38 F I R S T : C------ SUNFT(8) ----------)
39 S E C 0 N 0 -- SUNSD(7) ---------

Figure 53. Array ASCH(I=1-17,J=1-39) with Character Strings in
Relative Positions.
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Subroutine DICCHAR executes the generation of the image parameter
text by performing the function illustrated in Figure 54.

"' D! ccHAR)

SUBROUTINE CAR

All numeric variables are converted
i to character strings via Calls to
SUBROUTINE CHCONV and stored in ASCH I

Date and Time are determined via
Calls to subroutines DATE and TIME

and are loaded in ASCH

ITEXT is created

RETURN TO DICOMED control routine

Figure 54. Function Flowchart for Subroutine DICCHAR.

A detailed description of each function follows:

1. All integer and real variables are converted to character
string arrays and stored in ASCH. ' The conversions are per-
formed by first assigning the conversion type flag, IFGT, to
O for converting integer variables to character strings or
assigning IFGT to 1 for converting real variables of magni-
tude less than 1 to character strings. The variable to be
converted is then assigned to lIST if it is integer, or RTST
if it is real. Subroutine CHCONV is called and returns with
the byte array BCHTST(9), which contains the ASCII code with
up to 9 digits of converted variable. A sign flag, ISNT, is
returned from Subroutine CHCONV and has the value of 1 if the
converted variable is negative and 0 if the converted vari-
able is positive. ASCH is then loaded with the sign of the
variable, if negative. Subroutine DICCHAR suppresses leading
zeros when loading integer variable conversion character E
strings or suppresses trailing zeros when loading real vari- -

able conversion character strings.

148



NAVTRAEQIJIPCEN 80-0-0014-2

The FORTRAN code is shown below for an example of an integer
variable conversion call' and for a real variable conversion
call. The integer variable being converted is IX and the real
variable being converted is A.

C
C-------------------------------------------------------
C
C INTEGER CONVERSION EXAMPLE FROM SUB DICCHAR
C

IFGT=O ! SET CONVERSION TYPE FLAG FOR INT.
ITST=IX ! IX IS VARIABLE FOR CONVERSION
CALL CHCONV ! CALL CONVERSION SUBROUTINE
IF(ISNT.EQ.1) ASCH(6,4)=45 !NEG.SIGN
IF(ISNT. EQ. 0) ASCH(6,4)=O !NO SIGN FOR POS.
DO 10 K=1,9 !LEADING ZERO SUPPRESS IDENT

IND-K

10 COTINUIF(BCHTST(IND).NE.48) GOTO 11

11 KK7=O
DO 12 K=IND,9 !FILL ASCH VIA EQUIV.

KK@KK+1
12 XPOS(KK)=CHTST(K)

DO 13 K=KK+1,9
13 XPOS(K)=SUNA(1O) !SUNA(1O) IS 0 CONSTANT
C
C-------------------------------------------------------
C
C REAL CONVERSION EXAMPLE FROM SUB. DICCHAR

IFGT=l SET CONVERSION TYPE FLAG
RTST=A !A IS VARIABLE FOR CONVERSION
CALL CHCONV !CALL CONVERSION SUBROUTINE
IF(ISNT.EQ.1) ASCH(6,6)=45 ! NEG.SIGN
IF(ISNT.EQ.O) ASCH(6.6)=O ! NO SIGN FOR POS.
DO 40 K=-7,1,-1 TRAILING ZERO SUPPRESS IDENT

IND=K
IF(BCHTST(K).NE.48) GOTO 41

40 CONTINUE
41 KK=O

DO 42 K=1,IND !FILL ASCH VIA EQUIV.
KK-KK+1

42 SUNA(K)=CHTST(K)
DO 43 K=KK+1,9

43 SUNA(K)=SUNA(1O) !SUNA(1O) IS 0 CONSTANT
C
C-------------------------------------------------------
C
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2. The VAX/VMS system subroutines DATE and TIME are 'called' to
generate the character strings for the date and time in the
text field.

3. ITEXT is filled with the character constructions of ICH for
each character is ASCH. The characters of ICH are arranged
in order of ascending ASCII codes such that only a shift of
decimal 42 is needed to determine the character index of ICH,
which is the third index "z" in ICH(x,y,z), from the char-
acter's decimal ASCII code in ASCH. Once the third index of
ICH is determined, the character's 7 by 9 construction is
filled in the appropriate elements of ITEXT. Each character
space in ASCH has a corresponding 10 element wide by 13
element long space in ITEXT. This leaves 3 elements of ITEXT
for spacing between the characters and 4 elements of ITEXT
for spacing between text field lines. If the input character
string contains spaces, which have decimal ASCII code 32, as
ITEXT is being created, the characters in ASCH which are
spaces are changed to decimal 0, since no construction for a
space occurs in ICH. When an element of ASCH has the value
0, all 7 by 9 corresponding elements of ITEXT are assigned
the value 0. In the case where the text generation routines

• .- are linked with an image generation routine which allows for
the generation of more than one scene during each execution,
the array ITEXT is generated for the first image and then for
subsequent scenes only those parameters which can change are
updated. Array ITEXT is structured such that the scene
parameters, which may change for each scene, are filled in

* ITEXT prior to the data base parameters, which will not
change for each execution of the scene generation routines.
ITEXT is created via a nested FORT.IAN DO loop whizh fills
each text line in ITEXT from the top to the bottom of the
text field. Therefore ITEXT can be filled and updated using

*. a variable to designate the last line of ITEXT to be filled.
This ending line number variable, called IEND3, is initial-
ized to 39 in the DATA statement, DATA IEND3/39/, for the
first complete generation of ITEXT.

After the DO loop is completed, IEND3 is assigned Lhe value 9 which
allows for the updating of the scene parameters in lines 1 through 9
of the text. The FORTRAN code which creates ITEXT is listed below.

C
C-------------------------------------------------------
C

DO 100 K1=1,IEND3
DO 200 K2=1,17

IF(ASCH(K2,K1).EQ.32) ASCH(K2,K1)=O
3DEX=(K1-1)*13 + 2

K4DEX=(K2-1)*10
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ICHDEX=ASCH(K2,K1)-42
DO 300 K3=1,9
DO 300 K4=1,7

IF(ASCH(K2,K1).EQ.0) THEN
ITEXT(K4+K4DEX,K3+K3DEX)=O
ELSE
ITEXT(K4+K4DEX,K3+K3DEX)=

* ICH(K4,K3,ICHDEX)
ENDIF

300 CONTINUE
200 CONTINUE
100 CONTINUE

IEND3=9
C
C ---------------------------------------------------
C

4. Return to DICOMED control routine and pass output array ITEXT

via the common block of memory COMMON/CHR3/ ITEXT.

CHCONV. FOR

The FORTRAN file CHCONV.FOR contains subroutine CHCONV which
performs the conversion of integer variables to character strings and
the conversion of real variables of magnitude less than one to char-
acter strings. Subroutine CHCONV is only called by subroutine DICCHAR
and returns to only subroutine DICCHAR.

All of the input and output variables used by Subroutine CHCONV
are listed in Table 13.

TABLE 13. CHARACTER CONVERSION VARIABLES

INPUT VARIABLES:
NAME TYPE COMMENT

IFGT 1*4 Flag for Real or Integer Convert
ITST 1*4 Integer Variable for Conversion
RTST 1*4 Real Variable for Conversion

OUTPUT ARRAYS AND VARIABLES:
NAME TYPE COMMENT

BCHTST BYTE ASCII String from Conversion
ISNT 1*4 Sign Flag for Conversion
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Subroutine CHCONV performs the conversion from numeric variables
to character strings- by performing the functions illustrated in
Figure 55.

SUBROUTINE CHCONV

The sign flag and output array
are cleared to zero

SThe type of conversion, integer

'- or real, is determined

The sign flag is set by the ..

sign of the numeric variable I
SThe conversion is performed

(RETURN toSURUIEDC!H)

Figure 55. Function Flowchart for Subroutine CHCONV.

Each function of Figure 55 is detailed as follows:

A. The sign flag, ISNT, and the output array, BCHTST, are
cleared to zero.

B. Conversion type flag, IFGT, is tested to transfer control to
the integer conversion section of subroutine CHCONV if IFGT
equals 0 or to the real conversion section of subroutine
CHCONV if IFGT equals 1.

C. The conversion variable is tested for sign and the sign flag
ISNT is assigned the value of 1 if the conversion variable is
negative or 0 if the conversion variable is positive.
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D. The conversion is then performed. For converting integer
values, the digit corresponding to the 10 raised to the "i"
power, called D; is given by

i +D i = INT [V/10] - INT [V/10~J * 10 (78)

where "V" is the integer value being converted and INTEX]
defines the operation of taking the integer value of argument
X". The FORTRAN code which executes the conversion for

integer variables is listed below.

C
C-------------------------------------------------------
C

ITST=IABS(ITST)
IRI=ITST
IR2=-ITST
DO 10 I=1,9

IR =IR1/iO
NUMIR2-IRi*lO
IR2=IR2/1O
BCHTST(10-I)=NUM+48 ! 48 ADDED TO GET ASCII

10 CONTINUE
_._: C

C-------------------------------------------------------
C

The conversion is carried out by first taking the magnitude
of the variable to be converted, called ITST, and assigning
it to two local variables, called LRi and IR2. A loop, with
loop counter I, is entered which first takes the value of IR1
and assigns it the value of IRi/1O, where an integer divide
is used. The digit which occupies the (I-1) power of 10,
called NUM, is determined by subtracting IRI*IO from IR2.
IR2 is integer divided by 10 to prepare for the next pass
through the loop. The ASCII code for the digit in NUM is
calculated by adding decimal 48 to NUM. This value is stored
in BCHTST(1O-I). Nine passes through the loop determines the
string of 9 characters which represents the value of ITST.
If the value of ITST is less than 9 digits leading spaces are
created in BCHTST.

For real variables of magnitude less than one, the value of
the "-i" digit, called Di is

D= INT[V*1O i] - INT[V*1Oi' 1] * 10 (79)

where "V" is the real variable being converted and INT[X] is
- as defined above. The FORTRAN code which executes the con-

version is listed below.
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C
C-------------------------------------------------------
C

RTST=ABS(RTST)
IR1=O
DO 20 I=1,7
RTST=RTST*1O
IR1=IR1*10
NUN=RTST-IR1
BCHTST(I)=NUM+48 ! 48 ADDED TO GET ASCII
IRI=RTST

20 CONTINUE
C
C-------------------------------------------------------
C

The conversion is carried out by first taking the magnitude
of the fraction to be converted, called RTST. The local
variable IRI is initialized to 0. This initialization sets
the value of IR1 equal to the integer portion of RTST. A
loop, with loop counter I, is entered which shifts RTST and
IR1 one digit to the left by multiplying both RTST and IR1 by
10. This sets IR1 equal to the integer portion of RTST with
the exception that the units digit of IR1 is guaranteed to be
zero. Then the 10 raised to the (-I) power digit of RTST,
called NUM, can be determined by subtracting IR1 from RTST.
Decimal 48 is added to NUN to get the ASCII code for the

.* digit in NUM and this value is assigned to BCHTST(I). IR1 is
then assigned the value of RTST in order to set up for the
next pass through the loop. The conversion loop is executed
7 times to obtain 7 digits of the real variable in RTST.

E. Subroutine CHCONV returns to subroutine DICCHAR and passes
the character string output array BCHST(9) and sign flag ISNT
to subroutine DICCHAR via the common block of memory defined
by the following FORTRAN statement: COMMON/CONV/ IFGT,ITST,
RTSTBCHTST,ISNT.

OPERATION EXAMPLE

The text generation routines with an example of the DICOMED
outputs are illustrated by using the following routines, EGLPICMAN.
FOR, EGLDATA.FOR, DICCAMMAN.FOR, in conjunction with the text gener-
ation routines of DATACHAR.FOR, DICCHAR.FOR, and CHCONV. FOR.

The FORTRAN file EGLPICMAN.FOR contains program EGLPICMAN which
is a data base test program. Program EGLPICMAN generates a 512 by 512
resolution scene by accessing the data base once for each of the (512,
512) display locations. This results in an image which has the effect
of viewing the data base from infinity. The relative viewing altitude
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is determined by the data base sample point spacing, called NCR.
Program EGLPICAN takes as input the parameters defined in Table

• .14.

TABLE 14. DATA BASE TESTING PARAMETERS

NAME TYPE COMMENT

IX 1*4 X OFF-SET TO SCENE CENTER
JY 1*4 Y off-set to scene center
NCR 1*2 Sample Point Spacing
TZDEG REAL Polar Sun Angle From Z Axis
TXDEG REAL Cylindrical Sun Angle From X Axis

Program EGLPICMAN generates a 512 by 512 by 3 array called IBUFX which
contains the three color reflectance values for the scene that is used
by subroutine BPDICCAM to create the DICONED scene image.

The FORTRAN file DICCAMMAN.FOR contains subroutine BPDICCAM which
is a DICOMED output routine for the scene generated in program
EGLPICMAN. Subroutine BPDICCAM takes the text array ITEXT(170,512)
and fills the neutral output array NEUTRAL (682,512) as shown below.

C
C -----------------------------------------------
C
C

DO 114 KSR-1,512
DO 114 KS=1,170
NEUTRAL(KSM+512,513-KSR)=ITEXT(KSM,KSR)

114 CONTINUE
C
C
C-------------------------------------------------------
C

The array NEUTRAL is then output to the DICOMED image recorder
along with the color scene array IBUFX.

In the following example the commands used are valid for execu-
tion of a DEC VAX11/780 using VAX/VMS operating system. The compiler
being called is the DEC FORTRAN IV PLUS compiler. Listed below are
the necessary compile and link commands:
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$ FORTRAN EGIPICKAN
$ FORTRAN EGIDATA

.1$ FORTRAN DICCAMMAN

J

$ FORTRAN/CONT=99 DICCHAR
$ FORTRAN CHCONV
$ LINK/EXE=EGLPICMAN EGLPICMAN,EGLDAA,DICCHAR, -
CHCONV,DICCAMMAN,DRAO:[UTILITY.DICOMED]BLKDAT, -
DRAO:[UTILITY.DICOMED]DICOMED/LIB

As an example of the user conversation with the text routine, a
sample execution of EGLPICMAN.EXE as generated from the routines
discussed is shown. The user responses are shown enclosed in bold-
face, atid are followed by hitting "RETURN".

$ RUN EGLPIC1AN
READING NOISE
DONE READING NOISE
WOULD YOU LIKE THE IMAGE PARAMETER TEXT GENERATES?

YES=1, NO=O
* 1

ANSWER THE FOLLOWING QUESTIONS WITH A CHARACTER
STRING OF LENGTH SPECIFIED BY (LENGTH)

ENTER TITLE (15)
TEST RUN
ENTER TERRAIN NOISE PARAMETERS

SIZES (9)
512,512

TYPES (9)
PARB F=.5

HORIZONTAL SCALES (9)
733,2483

VERTICAL SCALES (9)
8 , 31
ENTER TREES/ROCKS NOISE PARAMETERS

SIZES (9)
512,512

TYPES (9)
CP91,CRF1

HORIZONTAL SCALES (9)
7 , 31

VERTICAL SCALES (9)
0.5 , 2.5
ENTER GRASS/LEAVES NOISE PARAMETERS

SIZES (9)
512,512

TYPES (9)
UNIFORM
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HORIZONTAL SCALES (9)
1 ,31

VERTICAL SCALES (9)
0.03,0.12
ENTER FIELD SLOPE (8)
31,IJ=77
ENTER FIELDS SIZE (9)
25 , 31
IS SUN SHADOW PRESENT IN THE DATA BASE? YES OR NO
NO
TYPE XOFF-SET TO SCENE CENTER
25575
TYPE YOFF-SET TO SCENE CENTER

, 298750
TYPE SAMPLE POINT SPACINGAN INTEGER
128
Type the polar sun angle from the Z axis (DEGREES)
30
Type the cylindrical sun angle from the
X axis t-ard the Y axis (DEGREES)

120
X,Y= 25575 298750 SCALE= 128 NOISE?= 0
STOP=1,CONTINUE=O
0
SHALL WE MAKE A PICTURE? (YES=1)
1 /
DATA WILL BE OUTPUT TO THE DICO4ED
ENTER TYPE OF FILM: POLAROID=O; 35mm=1
0
ENTER THE NUMBER OF DICOMED PASSES
2
CREATING TEXT ARRAY

SENDING NEUTRAL DATA TO THE DICOMED
SENDING GREEN(1),RED(2),BLUE(3)= 1
SENDING GREEN(1),RED(2),BLUE(3)= 2
SENDING GREEN(1),RED(2),BLUE(3)=  3
PASS 1 COMPLETED
SENDING NEUTRAL DATA TO THE DICOMED

SENDING GREEN(1),RED(2),BLUE(3)= 1
SENDING GREEN(1),RED(2),BLUE(3)= 2
SENDING GREEN(1),RED(2),BLUE(3)= 3
PASS 2 COMPLETED
THE END
DO YOU WANT TO DO ANOTHER PICTURE?(YES=1)
0
FORTRAN STOP
$
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Before answering the "STOP=I,CONTINUE=O' with a "0" the DICOMED
Image Recorder must be loaded with the appropriate film, and adjusted.
The Image shown in Figure 56 was created by the above terminal session
example.

Figure 56. Image Generated by Sample Run.

RECOMM'ENDATIONS

The image parameter text generation routines require the user to
input the text information concerning the data base scale factors.
Since these are available to the text routines, the necessary modifi-
cations to the existing text generation routines should be made such
that program data can be obtained from the data base routine and not
inpdt by the user. This would eliminate the need for the user to
recall the data base scale factors at execution time. The sun vector
components should be eliminated from the display and the sun angles
from which the sun vector was computed should be displayed, since the
sun angles are more easily interpreted than the sun vector components.
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SECTION VII

CONCLUSIONS AND RECOMENDATIONS

The purpose of this section is to summarize the accomplishments
of the REAL SCAN research effort, to define tasks which can impact the
development of real-time computer image generation of display limited
resolution, and to recommend a course of further research.

Accompl ishments

The REAL SCAN research effort has accomplished the following:

1. Developed integer algorithms operating on an integer data
base, where the data base address corresponds to the data's
location. These integer algorithms produce display limited,
high detail scenes.

2. Demonstrated that a hierarchial ground referenced data base
is possible. Further, the averaging of detail from high
detail levels of the hierarchy to low detail levels yields
CIG pictures and movies where aliasing or image defects are
difficult to ascertain. Figure 57 illustrates a typical
photo of the block city data base.

3. Demonstrated negligible aliasing occurs for a ground refer-
enced data base when calculated via integer algorithms at the
rate of about four ground points per display pixel.
Appendix M and Figure 57 illustrate REAL SCAN aliasing.

Figure 57. One Frame of City Block Motion Picture.
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4. Demonstrated the size of the ground referenced data base for
a hierarchial system only adds about 33.4% additional memory
requirement over and above the high detail memory. Yet the
computational load is limited to the display resolution. The
total memory required for an 80km by 80km gaming area is
.etween 101 to 1012 bytes. Appendices A and B derive memory
requirements. Section II develops an estimate for a high
detail central gaming region bounded by a region of decreas-
ing resolution extending to the horizon.

5. Developed DICOMED routines to generate pictures. Section VI
and Appendices AA through CE document the use of the DICOMED.

6. Made color pictures which indicate that a course elevation
map with a superimposed hierarchy of culture file detail can
produce desired high detail realistic scenes. Figure 58
illustrates a 3-D image of terrain produced with filtered
noise files. A course elevation map with superimposed detail
suggests a total memory requirement of 10 to 1000 mega bytes
for an 80Km by 8OKm gaming area.

Figure 58. Simulated Terrain from Noise Files.

7. Developed methods to simulate terrain texture and produce
culture files. Further, methods have been developed to test
the simulated culture files. Section III describes the
methods of filtering and redistributing noise. Appendix BC
lists the color test programs. Appendices HA through HC list
the texture production software.

8. Developed processing requirements and architectural con-
straints for a CIG system producing display limited resolu-
tion. Section V develc.?s the architectural constraints and

1
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provides a REAL SCAN structure based on parametric con-
straints which provide a modular system. Any display limited
CIG system producing 512 x 512 anti-aliased pixels 60 times
per second will require an integer computation rate of about
5x109 operations per sec. It is estimated that current
bit-slice technology requires about 20 well designed cabinets
to achieve 5x109 operations per sec. Since this world based
scan line geometry does not match the display geometry, a
simple and small buffer scheme was invented to accommodate
the geometry transformation.

9. Developed algorithm improvements for speeding up the scene
calculation process. Appendices E, F, G, H, J and 0 document
six algorithm improvements.

10. Developed the intermediate plane concept which impacts all
CIG procedures. This concept, derived in Appendix C, shows
that a set of planes "painted" with the scene volume between
two adjacent planes and projected to the near plane, can
substantially reduce the real-time scene computational load.
The intermediate planes are established at distances such
that resolvable parallax error does not occur. If the reso-
lution of a pixel is 1/500, and if resolvable parallax is
1/1000, then the number of intermediate planes required is no
less than the scaled eye displacement, in resolution units,
between intermediate plane updates. Hence, if the scaled
range to the nearest point is 1000 and if 1000 units of
motion (i.e., 450 change with respect to near field to far
field parallax) is allowed then 1000 intermediate planes
would be required to hold approximately 106 data points
(i.e., about 4 intermediate plane data points per pixel).
Hence, if the relative near field to far field angular dis-
placement per 1/60 sec is 4.50, then the intermediate planes
need be calculated at only 0.1 the rate of the full scene.
Hence, a display 10 times as complex as current technology
can be obtained by means of a modest buffer memory.

11. Two black and white movies were produced by flying through
the block data base. The first movie produced 128 frames
with about four ground points per pixel. The second movie
computed the intermediate 128 frames for a total of 256
frames. Since the block data base repeats over a 4 x 4 grid,
the movie frames were repeated for about a 2-minute movie.
These movies did not show noticeable aliasing problems.

Advantages/Disadvantages of REAL SCAN

The REAL SCAN algorithms have been derived for producing scenes
to display limited resolution in as simple a way as possible. In this
regard REAL SCAN computation grows linearly with display capability.
A conventional CIG, without Z depth buffer, has a computational load
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basically separable into two parts: (1) detail which grows linearly
with detail and (2) sorting which grows as the square of detail using
current hardware (i.e., n log n for optimum sorting hardware). More-
over, REAL SCAN uses integer arithmetic whereas conventional CIG uses
floating point arithmetic. Therefore, REAL SCAN can perform most
operations with scaled 12 bit integers or 24 bit intermediate results.
Whereas, floating point must be performed with 48 bit or more pre-
cision, even though a 512*512 display requires geometric accuracy of
only 9 bits. Further, floating point operations are clearly more
complex than integer operations, requiring number alignment before and
after operations.

However, while REAL SCAN appears to offer an advantage for com-
puting complex scenes, conventional CIG appears to offer an advantage
for computing low detail scenes. This advantage occurs because REAL
SCAN over samples all visible ground points to eliminate aliasing
across straight line boundaries, while conventional CIG just deter-
mines the line in screen coordinates and then the anti-aliasing gray
scale can be set up with an integer multiply and add. Hence, if one
visible floating point projection and line determination corresponds
to about 30 pixels (i.e., give or take a factor of 4) then conven-
tional CIG will require less hardware for real time simulated scenes.

If conventional real time CIG were to use intermediate projection J
planes in place of a Z depth buffer, then a factor of approximately 10
more scene complexity should be available for negligible extra
hardware.

The current REAL SCAN algorithms do not allow for multiple eleva-
tion scenes, such as a bridge, or an Eiffel Tower. This limitation
must be removed if REAL SCAN is to compete. However, it is not known
whether the number of elevations per ground point should be limited,
or if some method similar to conventional planar data bases should be
incorporated to compute multi-elevation data.

REAL SCAN seems to offer an advantage in terms of the number of
interpolation algorithms which can be used. Conventional CIG is
limited to surfaces of quadratic order or less if contours are to be
determined from a fixed number of points independent of the view
vector. However, this advantage is partially offset by the fact that
a real time system cannot afford a complex interpolation algorithm.
The data base complexity problem is still open. However, all conven-
tional CIG suggests that a data base which is limited to planes yields
cartoon type imagery without sufficient detail for nap of the earth
flight training.

Any CIG system which models the world via available DMA data is
going to have an advantage for data base creation. REAL SCAN forsees •
two methods of ground based models. Both models or interpolation -1
means are directly derivable from DMA via computer. It appears that
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no one has demonstrated an inexpensive and automated means for produc-
ing a high detail ground model made up of planar surfaces when the
CIG's computational limits are imposed. REAL SCAN does not, and
cannot have this problem, since the interpolation algorithms are tied
to fixed grid world coordinates (i.e., interpolation is clearly
bounded in terms of display resolution). Hence, automated data base
generation appears to be the most sizeable advantage that REAL SCAN
has over conventional CIG especially if one desires display limited
resolution.

The use of intermediate projection planes may eliminate this
advantage for REAL SCAN. Suppose one utilizes complex ground based
interpolation formula automatically derived from DMA data. Then this
data can be regularly projected through a "view point" (i.e., where
the view point is not the eye, but is in the vicinity of the eye) to
an intermediate projection plane. At this point the distinction
between conventional CIG and REAL SCAN seems to vanish, since the
scene is now no more than an orderly projection (i.e., memory mapping)
from the intermediate planes to the screen coordinates.

All CIG forces a delay time between the time when a view point is
defined and when the scene is displayed. The shortest delay, would be
approximately one display time, if one assumes the view point is
defined at the beginning of the display cycle and the last displayed
pixel is used to measure the delay. Conventional CIG utilizes delays
of three or more field times. REAL SCAN needs no more than two field
times. Further, the use of intermediate projection planes suggests
that any CIG system, conventional or REAL SCAN, can be produced with
the optimal single field display time. This occurs because projection
(i.e., memory mapped routing) from the intermediate planes can be
initiated directly to the display upon calculation of the current or
predicted eye point for the display.

Recommendations

The recommendations for further CIG research are separated into
three categories, data base, algorithms and architecture/system hard-
ware. It appears that algorithm development, including intermediate
projection planes will account for the least amount of effort but
yield the most immediate results. Data base research runs the range
from interpolation formula to developing culture files. The comple-
tion of the data base efforts will require a substantial picture-
making effort based on real world data which has been tested on a
suitable set of "typical subjects". System hardware recommendations
are developed in the context of a preconceived scenario. Immediate
hardware development is not recommended at this time. It seems most
appropriate to develop a clear data base conversion means and multi
elevation algorithms first. Moreover, since VHSIC is developing
toward custom procedures for circuit development, it appears most
appropriate to develop REAL SCAN using these efficient methods.
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All recommendations are tasked and estimated for time and man-

power.

TASK 1: INTERMEDIATE PROJECTION PLANES

The intermediate projection planes should be incorporated into
REAL SCAN. This involves projecting a data base to fixed X-Z and Y-Z
planes and then projecting these planes to an arbitrarily oriented
screen. The location of the planes and the time to perform the
plane's update need to be developed along the lines of Appendix C.
However, initial simulation results can be obtained by updating the
planes once the parallax error (i.e., 1/2 pixel) has been achieved. A
sequence of pictures, using the slower update requirement on the
intermediate planes, should be made to size the realistic computa-
tional savings, estimated as about a factor of 10.

A significant perception related unknown needs to be resolved.
Consider a high speed vehicle moving through a data base such that the
near field is completely changed every frame rate. That is the near
field moves at an angular rate equal or greater than 36000 per sec
(i.e., 600 in 1/60 sec). This high a near field rate implies that
intermediate projection planes would not provide any saving (i.e.,
data base computation averaged over 10 or more frames) over calculat-
ing the scene anew for each display. However, intermediate projection
planes may not provide any computational burden to REAL SCAN, since it
appears to be only a reordering of the projection computation process.
A near field rate of 18000 per sec or less yields an improvement for
intermediate projection planes.

However, one can argue that producing a new scene each display
time would not allow a trainee to focus or resolve any information in
the near field. This suggests that a rapidly changing near field
could be simulated with some "appropriate" pattern possessing simply
computed gross characteristics and not the near scene detail. Only
that part of the scene possessing image coherence from frame to frame
would need to be calculated accurately.

A counter argument for high scene detail can also be made. Since
people can apparently register subliminal scenes (i.e., single
detailed frames inserted into a movie such that an individual does not
consciously recognize the single frame in the movie, but yet the

* individual clearly acts on the information contained in the single
frame), then one can argue that the near field, non-coherent, informa-
tion may be unconsciously processed to yield important nap of the
earth flight cues.

If significant image coherence can only occur for near field
4 rates of less than or equal to 6000 per sec (i.e., 100 in 1/60 sec),

then intermediate projection planes will clearly afford substantial
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hardware reductions for CIG systems capable of producing real time
display limited imagery.

It is estimated that the algorithm development (i.e., incorporat-
ing intermediate planes into REAL SCAN software) will require between
0.25 to 0.5 man-year effort. The creation of appropriate movie frames
to measure the efficiency of intermediate projection planes is esti-
mated to require an additional 0.25 to 0.5 man-year.

The creation of a human factors study to help resolve the detail
versus subliminal question might consist of the following steps:

1. Create a movie of about two-minute duration (i.e., 24*120 =
2880 frames) having a near field rate of change of about
18000 per sec. It is estimated that each frame will require
about 0.5 hr of computer time and if both NTEC and Herndon
VAX computer facilities are used for a total of 168 hrs per
week, then 2880 frames require about seventeen weeks of
effort.

2. Create a movie of the same flight path but whereby the near
field, having an apparent motion from 18000 per sec to about
600 per sec (i.e., matching the tracking eye movement rate)
is a blur, and intermediate planes are used for the far field
(i.e., scene rate of change equal or less than the tracking
eye movement rate). It is estimated that such a movie will
require about two weeks of effort.

3. Perform a human factors study to determine if a subject can
distinguish between the two movies. If some subjects can
distinguish between the movies, then use the half interval
search approach by picking a suitable blur to near field
separator rate, like 3200 per sec for the next test. If no
subjects can distinguish between the movies, then reduce the
near field separator rate by some appropriate factor till the
effect is noticeable by about 50% of the subjects. If the
tracking eye movement rate corresponds to about 50% of the
subjects distinguishing between the movies, then make two new
movies one with a separation rate of 1200 per sec and another
with a separation rate of 300 per sec. Measure the ability
of an observer to distinguish movie difference even if the
viewer does not know what is different and correlate this
with the individual's tracking eye movement rate.

It is estimated that these three efforts will require about two
individuals each working half time for about one and a half years if
the eye tracking equipment is already available.
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TASK 2: ALGORITHM IMPROVEMENTS

The algorithm improvements defined in Appendices E,F,G,H, J and 0
should be implemented. Then the changes and their improvement on
scene computation time should be documented. The effort will involve
modifying the current REAL SCAN algorithms to satisfy the changes as
per the Appendices. Then making sample pictures using the new algo-
rithms for comparison to the old algorithms. Details such as minimum,
average, and maximum ground points per pixel should be used to compare
the algorithms and to illustrate the capability of the new algorithms.

It is estimated that this software and documentation effort will
require about two half-time people for one year to one and a half
years.

TASK 3: OPERATION COUNT

The current software should be sized to illustrate how many and
of what type instructions are needed to make REAL SCAN pictures. This
effort will guide further algorithm improvement and serve to measure
and compare any algorithm improvement. The instruction count should
be directly related to the hardware model of REAL SCAN (i.e., the REAL
SCAN architecture of Section V). Hence, instruction type should be
listed by fundamental type and by data dimension, since we propose an
integer machine.

The instruction count for the PG* software defined in Section II
is largely complete. The block data base yields about 1.8*109 integer
instructions per picture.

It is estimated that about 3 months for one half-time individual
would be required to code the current date base algorithms. About
another half man-month would be required to document results. About
one man-month will be required to code and document any algorithm
improvements, such that the new instruction count can be compared to
the original algorithm.

TASK 4: MULTIPLE ELEVATION ALGORITHMS

The ability to handle Eiffel tower data is not part of REAL SCAN.
Methods for creating and handling bridges, trees, and other multivlued
elevation models must be developed. These methods must be tested for
simplicity. The use of intermediate projection planes suggests that
current CIG methods may be incorporated to define an intermediate
projection plane having "holes" or transparent regions.

The first page of this effort consists of a listing of methods
available to handle multivalued elevations. One needs to investigate e
ways to count data gaps other than coding a point as possessing color,
partial transparency or total transparency, since these gaps could
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place a substantial memory requirement on the intermediate projection
planes. Finally, the least complex methods and the methods producing
the most real world derived/simulated detail need to be coded and
evaluated.

This effort is estimated as about one individual half-time for
about two years to test and document an efficient integer multi-
elevation method.

TASK 5: MODEL REAL WORLD FEATURES

The entire data base for REAL SCAN has been invented. A data
base referenced to a real world typical gaming area is needed. The
data base should possess typical features for ocean, river, lake, bay,
field, forest, mountain, valley, and desert; as well as man-made
features. There appear to be two methods for initially transforming
real world elevation maps, U.S. survey maps, and photo-reconnaissance
plates into a mathematical data base. Each method requires a sub-
stantial software effort.

One method uses photo-reconnaissance plates to obtain detail
information. The high resolution detail can be read automatically on
a SPEC-SCAN and stored on magnetic tape. This information can be

low filtered for derived sun angle. If stereo equipment is available,
then the cultural feature's local elevation can be measured, rather
than estimated. However, it is clear that any method of real world
data derivation for such features as trees, fields or deserts which
change daily as they flower or the weather effects them. Hence, these
features need not be exact. Therefore, typical feature character-
istics are desirable, both to conserve memory and computation.

Part of the real world high resolution data gathering task should
be as follows:

1. Mathematically define at least three kinds of trees. That is
their color versus season, wind, and other pertinent para-
meters. The tree model should be parametric such that the
detail of each tree need not be stored. Color and elevation
are required. Various mathematical models need to be sudied
so a choice of the simplest can be made. Such modeling means
as texturing clear ellipses and summing elevation functions
need to be valuated for model quality and simplicity.

2. Mathematically define, perhaps by memory maps, at least three
man-made structures. These models should also be parametric
so that cities of houses or office building could be con-
structed.

3. Mathematically define at least three real world field
textures such as wheat, corn, and grass. These textures have
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height and color information. Various models need to be
evaluated for power and simplicity. Texture is imagined
different from tree feature because of the range of elevation
information and the rate of daily change possible in the
perceived scene.

4. Mathematically define features of large extent such as
rivers, roads, and airport runways. These must allow small
detail such as waves or skid marks yet be simple and para-
metric.

The mathematical modeling efforts outlined above require the
discovery of simple characteristics wherever possible. These models
require simple methods for representing such complex high detail
features as trees and corn.

Completion of such an effort suggests that a course elevation map
could be "painted" (i.e., both elevation and color) with derived
detail. However, one could still use the origianl REAL SCAN concept
of growing the detail offline into a 1012 byte gaming area data base.
Each of these modeling efforts is estimated as a minimal two-man-year
effort with no guarantee that simple, realistic methods suitable for
real time CIG will be discovered.

For example, the following simpler efforts have been initiated in
the body of this report and its Appendices. These efforts are judged
simpler because some part of the modeling effort has been defined and
in many cases partially tested. The efforts are:

1. Following Appendix D, determine the most efficient means of
using a regular grid data base to represent terrain eleva-
tion. Assume terrain features can be created by summing a
small number of coded features. However, if this method is
used, a realistic method for treating any boundary discon-
tinuity must be solved. Hence, this effort resolves the

-*i choice of polynomial for single value elevation mapping and
determines when and if feature summing is better than a more
complex interpolation function.

It is estimated that one person half time for one-half year
will be required to code each interpolation formula chosen
for evaluation. Currently the straight line interpolation
function and the Overhauser-Coons interpolation function have
been coded. It is estimated that about one-man-year of
effort would berequired to create sample photos, to create
movies to compare up to three new interpolation formula, and
to write up each result (i.e., two years for one person half
time).
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2. Solve the boundary problem when summing features to create
terrain or other culture. The boundary problem occurs at
region boundaries classified with different features.
Different regions require the summing of different feature
functions, but their elevations are not guaranteed to be
equal at the boundary. Such methods as boundary gradient
functions, clipping function, etc. need to be investigated.
The noise derived data base of Section III and Appendix I
would be appropriate to this investigation since one is
guaranteed variability yet statistical control of both eleva-
tion and slope. A simple solution would aid the development
of a culture feature data base allowing superposition of
files and interpolation formula or memory map to create
detail.

It is estimated that about six months of a half time individ-
ual will be required to code and test each boundary solution.
Another six months of half time effort is then estimated as
required to document the result.

3. Evaluate terrain and feature modeling distributions following
the methods of Appendix I, the color tests of Appendix BC,
and the software in Appendices DA through DH. These tests

leg Iwould be subjective concerning the quality of the modeling,
since systematic trial and error procedures are required to
test distribution modeling of significant real world
features.

Machine measures of feature color, color and intensity dis-
tribution, and elevation distribution of real world features
to be modeled is desired. However, the effects of sun
shadowing need to be removed from the measure. Hence, it
appears that a combination of subjective comparisons of
distribution parameters to real world features, and detailed
measurement of real world features should be combined.

The result of such a study would be parametric elevation and
color mathematical methods for representing real world
features, to high detail, and appropriate to a real time CIG
system.

It is estimated that the cateloguing and documenting of
distributions which can be generated via Appendix I will take
about two years of one half-time-person. Special equipment,
like a SPEC SCAN, is required to measure real world photo-
graphs for their color and distribution information. Assum-
ing a color reading SPEC SCAN were available and operational,
then it is estimated that between six months to one year of a
half-time-person would be required to create the software to

* measure color and distributions. It is estimated that about
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another year of half-time-person effort would be required to
measure and fully document the measurements of about ten
features. However, the effect of sun shadowing would not yet
be clearly resolved from the measurements.

It is estimated that about one-man-year of effort, involving
iterative simulation and evaluation, would be required to
resolve sun shadowing effects. Real world distributions of
features need be available, multi-elevation modeling software
needs to be operating, and sun shadowing algorithms need be
available to operate on the models to duplicate the measured
characteristics.

One can see that a few judicious choices (lucky guesses) of
methods can make a substantial impact in the time spent and
ultimate mathematical simplicity to model features.

4. Evaluate the use of signed parameters to create region bound-
ary designations. Current boundary designations are based
either on elevation and slope, and/or a number patch which
covers a large square of world (i.e.,. large compared to the
feature's detail). These methods do not allow modeling of
rivers or streams. Further, all field to forest boundaries
occur along orthogonal straight lines due to the region
designator number patches. This work should impact both high
detailed hierarchial data bases or feature modeled data
bases, since the hierarchial data bases are constructed on a
regular grid. Hence, irregular features passing through the
regular grid currently pose a modeling problem.

It is estimated that about one year of a half-time-person
will be required to test and evaluate signed parameters for
modeling irregular region boundaries.

" 5. Evaluate the methods of conventional CIG modeling. Conven-
tional CIG stores data using an object designator, breaking
the objects into simple parts, and then defining the object
parts by their set of connected world coordinates. REAL SCAN
allows the world coordinate to be the address to the eleva-
tion and color data. A simple means of incorporating conven-
tional CIG data bases into REAL SCAN is desired. Some simple
multi-elevation models are the desired result. Since the
data base is evaluated in fixed ground coordinates, REAL SCAN
offers a larger choice of function or interpolation methods
to represent multi-elevation models, whether trees, tanks,
buildings or airplanes. However, since conventional CIG has
been able to model many man-made objects very well, these
methods should be evaluated for their ease of incorporation *
into REAL SCAN. 7

170



NAVTRAEQUIPCEN 80-D-0014-2

It is estimated that about two man-years of effort are
required to incorporate at least one tank or airplane and to
determine how to effectively employ conventional CIG models
in REAL SCAN.

However, if intermediate projection planes prove to be as
effective and easy to implement as suspected, then this task
only needs to resolve the differences between REAL SCAN and
conventional CIG addressing methods.

TASK 6: FILTER EVALUATIONS

The current REAL SCAN effort has shown negligible aliasing
problems associated with about four ground points per display pixel.
Since conventional CIG suggests that effective anti-aliasing requires
real world subdivision to about 16 ground points to the pixel, alias-
ing needs to be further evaluated. It is possible that the REAL SCAN
method (i.e., data base in ground coordinates) need be filtered no
better than is currently done. Such features as hill edges are
naturally oversampled and hence "properly" anti-aliased. Further, far
field edges are also sampled and contribute to anti-aliasing. How-
ever, highway lines are only slightly over sampled and a careful
scrutiny of Figure 57 demonstrates some aliasing.

The picture quality needs to be carefully documented as a
function of the point spread filter, the number of points accumulated
on average to a pixel; high pass-low pass filtering over edges and
evaluated as a function of the total display complexity (i.e., terrain
clutter, sharp lines and edges, narrow lines like wings, and other
significant scene features).

It is estimated that the software initiated will require about
six months of a half-time-person and the evaluation and documentation
will require about one to one and a half man-year of effort.

If it is discovered that effective anti-aliasing requires more
than the currently used four ground points per pixel, then the memory
required for intermediate projection planes would be accordingly
increased. For instance, if three points are required per pixel edge,
then nine times the display would be the minimum memory required. If
four points are required per pixel length, then 16 times the display's
detail would be the minimum memory required.

The sampling theorem suggests that the intermediate plane need
store no more than twice the display density per length. This is the
proposed intermediate plane structure. It requires an acceptable
requirement of four times the memory of the display's detail.
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TASK 7: CREATE COLOR MOVIES OF NAP OF THE EARTH FLIGHT

A sequence of motion pictures should be created using the avail-
able equipment (i.e., currently DICOMED but upgrading to IKONAS TV
equiment). These pictures should evaluate filter algorithms, data
base methods, processing algorithm improvements, and generally serve
to show the capability and progress of REAL SCAN.

Using DICOMED equipment, each movie requires about three months
of a half-time-person. This time is spent acquiring a few test frames
to judge the flight trajectory, then storing the frames on magnetic
tape, and finally writing the frames to 35mm film. The film is then
processed and reduced to 16mm for viewing.

The IKONAS equipment will allow direct transfer to 16mm film and
also TV evaluation of short motion picture segments because of the
disk storage incorporated into the system.

SYSTEM HARDWARE RECOMMENDATIONS

Two data base concepts have been demonstrated as workable, but
substantial work remains to be done to define efficient data base
compression algorithms. Hence, one must admit that the detail of the
REAL SCAN data base has not been thoroughly defined. Therefore, it
does not appear appropriate to attempt a complete REAL SCAN hardware
development at this time. However, detail designs for some functions
can be initiated now, recognizing that even well defined integer
operations, such as projection will still evolve.

The complexity of REAL SCAN has been estimated as about twenty
cabinets of digital electronics. This estimate assumes that one
carefully sizes and scales the algorithms to operate on integer
arithmetic of the resolution required for the display. If one assumes
that 20 cabinets of properly sized hardware is required to do a job at
12 bit resolution, then if the job were performed at 16 bit resolu-
tion, one could anticipate an additional 33% more hardware or a total
of about 27 caibnets. If one were to use "standard" 32 bit parts
which had been optimized because of million piece production quan-
tities, then one might anticipate 30 to 40 cabinets of hardware.
Further, the power of a 32 bit microcomputer's instruction set would
be largely unused, since short runs of code appear to offer an optimal
pipeline structure.

Current VHSIC efforts appear to be directed at functional deign
and automated test procedures based on standard building block
circuits whenever possible. Hence, many parallel efforts, but in
different technologies, appear to be working toward the same goals of
feasible production runs in the thousands and turnaround time of six •
months or less from design to a tested functioning custom IC. -1
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Such a scenario suggests that efficient CIG hardware should be
designed for a parallel pipelined structure, that the hardware be
based upon the desired display resolution, and that a replicated
modular structure be the form of the hardware. A standard building
block approach implies that complex custom designs will be feasible in
the near future (1985 to 1987). Further, since the hardware is
dependent upon complexity, algorithms which have been sized and made
simple can be efficiently constructed with fewer integrated circuits
than if one attempts to use general purpose microcomputer parts.

A general purpose microcomputer design appears to yield the
simplest and most economical digital designs for pipelines that can
run sequences of 1000 or more instructions where the instructions
average about 1 microsec for execution. However, if the above
scenario is correct, then custom VHSIC will be available just about
when a microcomputer system could be developed for CIG. One should
not overlook the possibility of transferring a microcomputer design to
VHSIC. However, if the algorithms have not been carefully analyzed to
determine the simplest and fastest solutions; and sized to define the
resolution specified word size, then one would not expect a sub-
stantial reduction in the am'unt of hardware required to implement
such a CIG system. If the above scenario is correct, then by 1985 to
1987 many facilities will be available for custom design, fabrication
and test. Further, the two to three year delay between initial design
and final working IC will be trimmed to about six months. One should
note, that all the algorithm development and system architecture
completed to date has been directed at simplicity. One still requires
processing parts, but the range of instruction required has been
reduced. One still requires memories, but the addition of simple
processing functions to the memories yields a modular pipelined
design. This work is in keeping with the above scenario.

There does not appear to be any CIG system producing display
limited images in real time. There are a few real time systems pro-
ducing scenes from objects defined by planar surfaces. If one seeks
to be able to simulate real world scenes having a resolution limited
by the display means then all the data base work recommended must be
successfully completed. The hardware for implementing real time
algorithms will be simplest if the hardware is properly sized. One
should note, that the addition of one bit to represent a number
increases resolution by a factor of two. Hence, accurately sizing any
real time CIG appears to be a worthwhile first step before hardware
implementation.

More algorithmic work remains to be done on REAL SCAN (i.e.,
multi-valued elevation, clearly defined optimal data base mathematics,
and evaluation of intermediate projection planes). In keeping with
the VHSIC scenario offered, of custom design with six-month working
turnaround in the 1985 to 1987 time frame, the following hardware
tasks are outlined.
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TASK 8: TRACK VHSIC DEVELOPMENTS

This effort involves visiting. VHSIC fabrication facilities,
reading technical and sales literature about the design facilities,
and eventual sample designs of REAL SCAN modules. At least two people
should be assigned to this task. They should become thoroughly
familiar with design facilities (i.e., design software packages
allowing automated testing). Then the design of a comparable module
should be completed using two competing design packages. This will
allow accurate comparison between the design packages, such that we
can decide when the VHSIC design of REAL SCAN should begin in earnest
and which particular facilities, or technology, will most nearly
satisfy our needs. Many sophisticated VHSIC facilities offering
building block designs. are anticipated to be nearly simultaneously
available.

It is estimated that about six months of half-time effort will be
required to familiarize two people with VHSIC and current tech-
nologies, such as gate arrays. These people would then maintain
currency but contribute to the REAL SCAN design effort.

TASK 9: DETAILED REAL SCAN DESIGN

- Since it is anticipated that rapid development VHSIC design tools
will not exist for about two years, one needs to refine hardware
designs of the REAL SCAN system and compare various modular structures
for implementing the parallel pipeline structure needed to implement a
REAL SCAN solution. Further, one needs to keep abreast of V!,IC
developments and the evolution of current building block design tv2s,
just in case these facilities become available sooner.

The hardware designs should be based on a well documented digital
design language such as DDL, COL, or AHPL. Further, the hardware
designs should be modular, in terms of both display resolution and
display type (i.e., spherical display surface, planar surface display
of given dimension, etc.). The designs should be highly efficient for
such operations as projection and visibility; and the designs should
be flexible (programmable) yet efficient for such operations as data
base interpolation and function determination.

Including the two half-time people of Task 8, it is estimated
that about three half-time people would be required for about three
years to complete the detail design of REAL SCAN.

Recommendation Summary

The tasks identified for further research and development have
been summarized in Table 15. All efforts have been given in terms of
half-time-persons, since graduate students cannot devote full-time to 4
research efforts.
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TABLE 15. RECOMMENDED TASKS

TASK HALF-TIME TASK
NAME PERSONS DURATION (YR.)

1. Intermediate Projection Planes 2 1

Projection Planes Human Factors 2 1.5

2. Algorithm Improvements 2 1 to 1.5

3. Operation Count 1 1

4. Multi-Elevation Algorithm 1 2

5. Model World Features 4* 2*
Interpolation 2 1
Boundary Problem 2 1
Feature Catalog 2 1
Sun Shadowing 1 1
Rivers/Streams/Road 1 1
Conventional CIG Evaluation 2 2

6. Point Spread Filter 2 1

7. Movies 2

8. VHSIC Review 2

9. REAL SCAN Hardware 3 3

*Potential long-range projects
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APPENDIX A

ANALYSIS OF THE MEMORY REQUIRED FOR THE CELL DATA BASE

This appendix develops an estimate for the cell memory require-
ments for REAL SCAN. The cell memory is the virtual addressed buffer
between the video disc, holding the full gaming area In its various
hierarchies, and the processors calculating the visible scene. The
cell memory is repetitively accessed to calculate each scene via REAL
SCAN algorithms.

The memory estimate developed depends upon the following
parameters:

1. The display as measured by pixels and mapped to the world by
the field of view pyramid.

2. The rate at which the scene changes as measured by the eye's
linear and angular velocities.

3. The data compression inherent in the interpolation formula,
as measured by the number of scene pixels calculated per
interpolation patch.

The Field of View

Let us assume that the two orthogonal angles defining the field
of view are less than 900 (i.e. , currently we are considering a t 400
and P = 500 giving a diagonal, T, of 6 600). Figure A-1 illustrates
the field of view pyramid.

Figure A-1. Illustration of the Field of View Pyramid.

Altitude-Velocity Relation

Let us assume that the maximum eye velocity is proportional to
the eye altitude
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Vmax = KZ

where K t 5 sec _z

(i.e., Vmax = 50 m/s if Z = 10 meter)

Let us assume that the maximum eye acceleration is fixed

amax = G

where G t 2 m/s2

We have separated eye motion, and therefore scene change as due
to a known velocity and an unknown but bounded acceleration. Their
relative effect is given by E, the ratio of velocity induced motion to
acceleration induced motion.

W KZT 2KZ (A-1)

where T is a computational/memory fetch interval.

The period T corresponds to two complimentary time intervals:

1. The interval over which the unknown acceleration acts to
change the eye's predicted position between each new scene
determination.

2. The time necessary to set up and compl. e a disk transfer
(i.e., identify the disk blocks, initiate the block transfer,
track seek time, and finally actual transfer).

The second interval will define T. T will probably be in the
range 0.1 sec to 1.2 sec.

A typical range of "E" based on the altitudes causing the maximum
rate at which one would fly by the highest density data yields:

Z = 10 meter

T = 1 sec

K = 5 sec-1  (A-2)

G = 2 m/sec
2

E =50
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We can combine the results of Equation A-2 and Figure A-1 to

define a worst case computed field of view based upon motion, Tc

Tc = T + 2/E; if E > 10

where T and Tc are expressed in radians and T represents the predicted

field of view. If T = 600 - 1 radian, then 2/E has almost negligible
effect.

Calculation of the Working Cell Data Base Size

One can now compute the size of the working cell data base
memory. The calculation will take place in three steps:

1. Data base memory required for a fixed eye.

2. Additional data base memory required for an eye moving basi-
cally in the same direction as the field of view vector.

3. Additional data base memory required for an eye moving basi-
cally perpendicular to the field of view vector.

The geometry bounding a fixed eye's field of view is illustrated
in Figure A-2.

Figure A-2. Fixed Eye's Field of View Projected to a Flat Earth
Where Tc  is the Worst Case Field of View. Rmax is the
Horizon Limit.

Since we recognize that a data base describing the field of view,
need not contain more information than resolvable in the display, we
choose to use a hierarchy of levels of detail to describe the scene.
Let the highest precision level of detail be associated with the
minimum altitude of the eye above the scene. Further, let the highest
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resolution data be used for a distance, rl, from the nadir; let the
next highest precision level of detail be used from r, to 2rj, and so
forth. This assumes that each higher level of detail maps twice the
linear dimension of the preceeding level of detail.

Table A-1 illustrates the effect of hierarchical levels on the
memory required. Table A-i relates the radius over which a given
level of detail will exist. For instance, the distance from 2r, to
4r, from the nadir is covered by cells having a linear dimension "4a"
covering an area of 16a2 . Hence, the number of data points required
to cover level 2 at the computed field of view, Tc is 3T cr1

2/8a2.

TABLE A-I. CELL HIERARCHIAL DATA

Radius Area Precision Number of
Level Meter Meter2  Meter2  Data Points

-0 r, Tr12/2 a2  T r,2/(2a 2 )

1 2r 3Tcr12/2 4a2  3Tcr, 2/(8a 2 )

c c|3 8r, 24T cr12 64a2  3T cr,2/(8a2)

n 2nr, 3*22 nT r,2/8 22na2 3T r,2/(8a 2 )
c c

Hence, we can compute the cell memory needed for one field of
view, illustrated in Figure A-3:

M = (4 + 3n) Tcr,2/(8a 2 ) data points (3)

For example, if r, = 10 meter, Rmax = 2nr, 20 kilometer, a 0.1

meter, and Tc = 1 radian; then n = 11 and M = 370.103 data points
8

If we use 6 bytes per data point, then about 300 kilo bytes are needed
to define one stationary field of view.

Let us now consider the effects of eye motion, on the amount of
cell memory required. Figure A-3 illustrates the increased data base
required for motion along the line of sight. Figure A-4 illustrates
the increased data base required for motion perpendicular to the line
of sight. One may easily approximate the additional area of each
level of detail required to create the scene based upon eye motion for -

the period of time, f, to locate and the transfer cell data from disk
to the active cell memory.
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The dimensions of any shaded area in Figure A-3 are:

1. KZT is the length along the line of sight.

2. Approximately 2n+lr, sin (Tc/2) for the length perpendicular

to the line of sight, and n is the level as per Table A-1.

Hence, the increased memory required, Mnew, is calculated by
summing the number of data points in each area (i.e., data points =
area/precision)

2KZTrj n 2i

Mn - sin (Tc/2) 21 (A-4)new a2  c i= 2

4KZTr1
M n sin (Tc/2) (A-5)new - a2

Figure A-4 illustrates that the new area covered is more compli-
cated to describe when the motion is perpendicular to the line of
sight. However, the area is approximately the distance moved, KZT,
times the line of sight dimension. The line of sight dimension is
approximately r, for level 0. For higher levels, such as 3 and above,
we may compute the area as the sum of a trapazoid and a cycle. The
cycle can be approximated as a triangle of base, KZT and slant height

2n-lriTc sin (T /2) by unwrapping the cycle. The trapazoid has base

KZT and height of less than 2nri. The new memory is made up of
two parts

n-1
Mtrap (KZTrl/a2) y 2-  (A-6)

i=O

Mtrap 4KZTr1/(3a 2) (A-7)

and

= (KZTrT sin(T,/2)/a 2) n (2i/ ) (A-8)
cyc c (A8i=)

Mcyc = KZTriTc sin(Tc/2)/(2a2) (A-9)

The sum of Mtrap and Mcy c yields the new memory requirement for motion

perpendicular to the line of sight as shown in Figure A-4.
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KZTr1
Mnew a (4/3 + (T /2) sin (T /2) (A-IO)

a2 CC

The ratio of new memory required for motion parallel to the line
of sight compared to new memory needed for motion perpendicular to the
line of sight is the ratio of Equation A-5 to A-l0.

12 sin (T /2)
R= 4+3Tc sin where Tc  1800T+T sn(TC/2)' T

Furtner, if 600 < c < 150', then T < R < 1. Hence, one should use

the new memory estimates based on motion parallel to the line of sight
to calculate worst case memory requirements. For example if Tc 600,

r, = 10 meter, a = 0.1 meter, KZ = 50 meter/sec, and T = 0.3 sec,
then Mne w = 30,000 data points or about 0.65 of those required for a

stationary scene.

4
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!0

wp
:::. ..... ... 0 ... 0..

"-FOV # 2

NOTE: THE SHADED AREAS REPRESENT THE
INCREASED MEMORY REQUIREMENT

Figure A-3.
Additional Data Base Required for Motion Along the Line of Sight.
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LINE.OF SIGHT

FOV

Figure A-4.
Additional Data Base Required for Motion Perpendicular to the Line of
Sight.
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APPENDIX B

NVNKIRY REQUIRED FOR A LARGE GAMING AREA
HAVING DISPLAY LIMITED DETAIL

This appendix develops estimates of the video disk memory
requirement for a REAL SCAN system. The parameters used to develop
the estimate are as follows:

1. Gaming area.

2. Number of hierarchies required to create a scene.

3. Data compression available to encode the gaming area's detail.

Let the high resolution requirement be defined as 10- 3 radian.
Then, if a nearest approach of 5 meter is specified, one determines a
need for 0.5 cm detail within the scene. The far viewing distance may
be estimated as between 5 km to SO km. If the range of viewing distance
is 5 m to 5 kin, then 11 levels are required for a hierarchy based on
doubling the linear detail between succeeding levels. If the range of
viewing distance is 5 m to 50 km but a 10:1 interpolation is used over
the data base, the 11 levels of hierarchy are again required. If one adds
three additional levels of the hierarchy then a nearest approach to
the simulated world of 5/8 meters is possible.

This appendix will assume the need of 12 hierarchies. The data
base will be interpolated at about 16:1 with high density detail.
However, the total memory estimates developed are negligibly increased
even if the number of levels is doubled.

Let the gaming area be a square. Let the center of the square
define a region of highest detail (i.e. allowing nearest approach) and
let the boundary of the square require less detail (i.e. keeping the
nearest approach within the central square).

Figure B-1 illustrates the hierarchy levels required in the total
gaming area. Figure B-1 shows all 12 levels are required within the
central patch and fewer levels are required to cover larger and larger
boarder regions.
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9

10

Figure B-i. Levels Required To Represent Gaming Area.

Table B-i indicates the number of points in a patch, asstuming a
16:1 interpolation, and the patch area as a function of resolution.
Since linear resolution is proportional to patch dimension, the number
of data points representing a patch remains constant at4K

Table B-i. Memory Requirement Versus Gaming Parameters.

D~ata Patch
Resolution Spacing Length Data Memory
Meter Meter Meter Points Bytes

0.004 0,064 4 4096 24,576.
0.008 0.128 8 4096 24,576
.016 0.256 16 4096 24,576
.032 0.512 32 4096 24,576
.064 1.024 64 4096 24,576
.128 2.048 128 4096 24,576

.256 4.096 256 4096 24,576
.512 8.192 512 4096 24,576

1.024 16.384 1024 4096 24,576
2.048 32.768 2048 4096 24,576
4.096 65.536 4096 4096 24,576
8.192 131.072 8192 4096 24,0576

The memory requirement in Table B-1 is estimated by allowing two
bytes per elevation, three bytes per full color, and one byte for other
parameters such as texture.
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An estimate of the total memory required to represent a given

gaming area can be made by counting the number of each patch (i.e.

level) type needed. In the case of the central square, the number of

patches is approximately 4(S/4) 2/3 where S is the length of the side

of the square in meters. The number of patches in a boarder of dimen-

sion d beyond the square is ((S+2d)2 - S2)/d2 or 4(S+d)/d. Table B-2

illustrates the number of patches needed to represent regions having

interior gaming squares of 8 kin, 16 kin, 24 kin, and 32 km on a side.

Table B-2 indicates a video disk requirement of 101 to 1012 bytes.

Table B-2. Memory Requirement Versus Gaming Area.

Central Total Central Boarder Memory
Patch Gaming Patches Patches
Length Area (4(S/4)'/3 8(S/4)

Meter km2  *106 *103 1010 bytes

8192 580 5.33 16.3 12.8
16384 2320 21.33 32.8 25.6
24576 2900 26.67 49.1 38.4
32768 9280 85.33 65.6 51.2
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APPENDIX C

INTERMEDIATE PROJECTION PLANES

Cartoon animation has clearly demonstrated the vitality of using
artist 2-D renderings for simulating scenes. However, training
requires correct depth cues. Parallax, the perceived relative motion
between distant points on the same line of sight, must be faithfully
reproduced. Figure C-1 illustrates parallax. Points A and B are in
the scene along the same line of sight from point E, te eye. Figure
C-1 illustrates the perceived displacement between A and B due to
motion of E to the locus of constant perceived angular separation, 0.

Figure C-2 suggests that display limited image generation of complex
scenes might benefit by determining a set of intermediate projection
planes located in the scene and valid for a space, such as the scene
between planes A and B. The intermediate projection planes calculated
for the scene would correspond to the artist renderings used for
cartoons, but have display limited fidelity. Figure C-2 illustrates
the concept. Only a few of the planes required to faithfully repro-
duce the scene are shown. Figure C-2 illustrates that plane B maps
the scene projected from the space between planes A and B, and pro-
jected through E to plane B. Likewise, plane C corresponds to the
space between planes B and C and projected through E to plane C.
Further, Figure C-2 illustrates that, for the case of rapid eye
motion, the display may be more efficiently calculated from the
scene's data base for that part of the scene between the eye and plane
C rather than resorting to intermediate planes.

This appendix solves the problem of determining the locus illustrated
in Figure C-1 and evaluating when intermediate planes of the type
shown in Figure C-1 reduce the computation required to generate the
display from a given database.

Posing the Locus Problem

Given: Cartesian coordinate system (x,y,z) and two points, A and B.

Problem: Determine the locus, P, on any plane containing A and B such
that the angle <APB is constant.

Solution: Figure C-3 shows points A and B separated a distance d
where:

(1) the X axis is directed from A to B with an origin midway
between A and B.

(2) the Y axis is perpendicular to the line A B and
directed away from the line.
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Locus of Constant

Figure C-i. Parallax Illustration.

4v
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x A

Figure C-2. Set of Planes Which Match a Three Dimensional Scene
for an Allowed Parallax Error.
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di

(-d 2,o (d/2o)IIPIIosl(C2

IAP x BPI=IAI-IBPI*Itinet (C-3.)

where

AP =(-d/2-X,-Y)
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BP = (d/2-X,-Y)

lAP • BPI= X2 - d2/4 + Y 2

lAP x BPI= (0,0, Yd)

Equation C-3 becomes

±Yd cotane= X2 + y2 - d2/4 (C-4)

which is the equation for a circle, as illustrated in Figure C-1.
(24, 25)

X2 + (Y ± d cotano/2)2 = (d/(2 sine))2  (C-5)

One cannot use the approximation tanO - sine - e for small e
(even though e < 1/100), since this yields a locus tangent to the
origin in Figure C-1, which is incorrect for analysis in the neighbor-
hood of either point A or B. The locus in the neighborhood of A or B
(i.e., within 10 d of A or B) is the interesting region for parallax
analysis since it will determine at which point one should begin to
use intermediate planes rather than calculate directly from the data
base.

Let tane = a, then sin2e = a /(l+a 2) and Equation C-5 becomes

X + (Y ± d/(2a))2 = d2 (1 4 a2)/(2a)2  (C-6)

Display Limited Parallax Notion

Given: The locus of constant parallax (Figure C-1 and Equation C-6)
in terms of the parallax angle parameter, a, and point
separation, d.

Problem: Determine the shortest distance from E, shown in Figure C-1,
to the locus. Parameterize this distance in terms of a, d,
the maximum velocity, V, of E, the display update time, T,
and the distance from B to E, D. (The goal of this pro-
blem's solution is to determine the conditions under which
intermediate plane projections, as shown in Figure C-2,
could reduce the computational load of computer generated
imagery.)

24Chestnut, H. and Mayer, R. "Servomechanisms and Regulating
System Design Vol. 1", John Wiley & Son, New York, New York, pp. 226-
228, 1951.

25D'Azzo, J. and Houpis, C. "Feedback Control System Analysis andSynthesis", McGraw Hill, New York, New York, pp. 366-369, 1966.

205



NAVTRAEQUIPCEN 80-D-0014-2

Solution: Figure C-4 illustrates this problem's parameters. E is
shown to move from its initial position, (D + d/2, 0), to P
the nearest point where display limited parallax occurs. P
is on the line from E to (0, ± d/(2a)). The time, t, to
travel from E to P, at speed, V, is

t =(J(d/2a)2 + (D + d/2)2  - j(d/2a)2 (1 + a2 ))/V (C-7)

t d 11 + 2q (D + d/2)
2  - C+ a'2aV d(C-8)

Since a << 1 and (2a/d)(D + d/2) << 1, Equation C-7 can be approx-

imated as

t = (aD/V) (1 + D/d - a2D3/d3 - 2a2D2/d2) (C-9)

Equation C-9 illustrates that the trigometric approximation sug-
gested by Figure C-4 is useful if D < d. However, if D > d then
t = aD/V is much too conservative, and one does not recognize the true
value of intermediate plane projections. Equations C-8 and C-9
suggest the normalized parallax equations

Vt/aD = 1 + D/d; for d >> 2aD (C-10)

and

Vt/D = 1; for 2aD >> d (C-11)

where

a = display limited parallax parameter [radian]
V = eye's speed [meter/second]
d = separation between planes [meter]
D = distance from eye to nearest visible point on the nearer

plane [meter]
t = minimum time to move to a position where display limited

parallax occurs [second]
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] Y

ix

A B aX

- --I PI-- aD

(X ,Y)

Figure C-4. Motion from E to P Achieving Display Limited Parallax.

Projection Plane Parallax

Given: Equations C-10 and C-11, Figure C-4 and the projection
planes illustrated in Figure C-5.
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y Projection plane through
B normal to line ABE

(-d1g2,1D+du5tanreis

of0l2,1 tanad)
l~0/2 +D,O)

(-d/2,0) (0,0) (d/2,0

A B € E

V

Figure C-5. Projection Planes.

Problem: Determine the minimum time to parallax onset as a function
~of a,d,D,V and Y.

Solution: Equation C-10 indicates the soonest that parallax onset
can occur, tpq, for points P and Q of Figure C-5 is

approximately

t = aD(1 + D/d)/(V cos Y) ; for d >> 2aD (C-12)
Pq

Equation C-11 indicates the soonest that parallax onset can occur
is approximately

t = D/(V cos Y) ; for 2aD >> d (C-13)
Pq

Equations C-12 and C-13 show that an analysis for determining the
closest spacing between intermediate projection planes is obviously:

1. Identify the orientation of the projection planes.

2. Determine the distance, D, to the nearest projection plane.
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3. Given the display's parallax limit, a, determine the loca-
tion of the next projection plane such that the time, t, to
update the projection planes is the desired number of dis-
play updates (i.e., allowing one to save the scene's data
on the projection plane without need to recalculate the
scene).

However, we also wish to know the shape of an "optimum surface",
such that parallax occurs simultaneously over two "optimum surfaces"
for given motion vection V. With such a surface one can clearly
define the construction of intermediate projection surfaces as a
function of eye location, E, and eye motion, V. A simpler problem
which clearly has a solution, illustrated by Figure C-5, is the deter-
mination of parallax onset for points p, q as a function of the
angles: 0, which defines eye motion direction and Y, which defines the
p, q orientation to E. This simpler problem will be solved next.

Parallax Onset Time as a Function of Eye Notion Direction

Given: Figure C-5 defining eye motion relative to two arbitrary
points p,q on intermediate projection planes a distance d
apart and Equation C-6 defining the equal parallax locus.

Problem: Determine the actual time, t, when parallax onset occurs as
a function of a,D,d,%Y, and V.

Solution: The equation for the line through E along V in Figure C-5 is

R = Y/sin4 = (X-D-d/2)/coso (C-14)

where R is the range or distance from E to the locus of constant
parallax.

The equation for the intercepted locus associated with points A
and B is

X 2 + (Y + d/(2a))2 = (d/2a) 2 (1 + a2) (C-15)

Solving for the negative value of Y possessing the smallest
magnitude, as suggested by Figure C-5, in the neighborhood of point 8
yields

y2/sin 20 + Y((2D + d)/tano) + d/a) + D + Dd = 0 (C-16)

or
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= (( sin 24)/(2a)+(D+d/2) cos' siN))2 - D(D+d)sin 2(b

- ((d sin 24')/(2a) + (D + d/2) cos4 sine) (C-17)

and the range R, is thus

R = - J((d sin0)/(2a) + (D + d/2) cos4€) 2 - D(D+d)

+ (d sin4/(2a) + (D+d/2) cos' (C-18)

We are interested in the case

(d sin4/(2a) + (D + d/2) coso)2 >> D(D+d) (C-19)

which yields an approximation for R

R = D(D+d)/((d sin4')/a + (D+d) cos€) (C-20)

since we expect computer generated imagery to yield a << 1/100 and
* >> 1/100. This approximation to R is exact at the limits 4) = 0 and
b = n/2. Equation C-20 may be put in the form of Equation C-9 for
determining parallax onset of the points A and B in Figure C-5.

tA 2(1 + D/d) / (sino + a (1 + D/d) cos4) (C-21)
tAB - V( (-1

The general formula for parallax onset of points p and q in Figure C-5

can be obtained from Equations C-12 and C-21.

_ aD

tpq V c (1 +D/d)/(sin (4 + Y)

+ a(1 + D/d) cos (0 + Y); for d > 2aD (C-22)

Equation C-22 allows one to solve for optimum surfaces through A and B
such that parallax is achieved simultaneously at all points on the
surface. The optimum surfaces will next be determined. Since a - 0,
let 4o = n/2. Define D, and dl distances along the line from E to the
optimum surfaces as shown in Figure C-6.
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Y

optimum Parallax Surface

P

d,

(d/2+D,O)
(-d/2.0) (0.0)(d20 w X
ABE

V

- Figure C-6. Optimum Parallax Surfaces.

Equating tp and tA to determine the optimum surface yields

aD(1 * D/d)/V = aD1(1 + Dl/dl)/((V cosY)(sin(n/2 + Y~))

+ a~i + Di /d1) cos Wn2 +Y)); for d > 2aD (C-23)

Now DIand d1, can be approximated in terms of D, d, and YI as

DO1 + Did) = (D 1/cos2 YI) (1 + D 1/d1 )/(1 - a(1 + Di /d1)tan4Y);

for d > 2aD (C- 24)

If we further restrict ourselves to the case where

1 >a(I +0D/dj) tan Y (C-25)

which covers all regions of interest, then Equation C-24 yields

for d> 2aD (C-26)

d1 =d cos 2W
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Figure C-7 is a plot of some optimum parallax surfaces such that
all points on the surface would simultaneously need to be reprojected
due to motion V, as in Figure C-6. The constant update implies

Vt/a = Do(1 + b D (D1 + bn (C-27)
0 0 D 1( b) n n~b

where

D is the distance to the original surface, normal to the direction of

motion.

D= D0+d is the distance to the next surface, normal to the direction

of motion.

bo0 = D0/(D1 - D0 ) (C-28)

bn = Dn/(Dn+ 1 - Dn) (C-29)

Hence, given D0  and b one can iteratively determine bi, Di
Figure C-7 is plotted for Do 

= 5, b°  5.

TABLE C-1. DATA FOR FIGURE C-7.

cos2 W D0  D1 D2  D3 04

0 1 5 6 7.5 10 15
10 .969846 4.85 5.82 7.27 9.70 14.55
20 .883022 4.415 5.30 6.62 8.83 13.25
30 .750 3.75 4.50 5.625 7.50 11.25
40 .586824 2.93 3.52 4.40 5.87 8.80
50 .413176 2.066 2.48 3.10 4.13 6.20
60 .250 1.25 1.50 1.875 2.50 3.75

Figure C-7 suggests that two planes will simply bound the optimum

surfaces. The optimum surface, initially at distance D0 from E can be

approximated by plane p1 normal to the X axis and plane ql normal to
the Y axis. The parallax update rate is guaranteed to be less at all
points on planes p1 and ql not coincident with the optimum surface but

nearer to the eye, than at points coincident with the optimum surface.
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Figure C-7.
Surfaces of Constant Parallax for Motion of E Along the Y Axis.

The distance to plane q, from E in terms of 0 o can be determined
as follows:

1. Y = D cos2V sinT
0

2. dY/dW = 0 = cos 34-2 cosP sin241

3. cos2V = 2/3

4. max = 2Do/(345) = 0.385D o

One can use Figure C-7 to estimate the location of the first
vertical projection plane on a flat earth database when one is moving
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parallel to the earth. For instance, if D0 represents the distance of
E above earth, such that the desired interval between reprojection of
the scene's database onto the flat earth plane is p, then the corres-

ponding vertical plane need be no nearer to the nadir than 0.385Do to
define plane q1.

Equations C-27 through C-29 can be used to develop a sequence of
distances corresponding to D5, D4, D3 ... Dm in Figure C-7. The dis-

tances D-1, D_, . D_ correspond to planes nearer the eye, E, but

maintaining a constant rate for plane update to eliminate the effect
of parallax. Table. C-2 contains the sequence of D5, D4 ... starting

with D5 scaled to 3000. For example, when n < -10 the spacing between

adjacent projection planes is less than 13 units and eventually
approaches the scene's resolution.

Table C-2 indicates a limit to the use of projection planes.
Further, Table C-2 indicates that one should calculate the sequence of
projection planes by starting with D5 or the last plane and deter-

mining the intermediate projection planes iteratively, moving from the
horizon toward the eye, until the space between the planes nearly
matches the hierarchy resolution for the display limited resolution.

2
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TABLE C-2. SCALED DISTANCE TO A PROJECTION PLANE PARALLEL TO EYE
NOTION, FOR CONSTANT PARALLAX UPDATE RATE

n Dn = 300O/b n-1  bn

length dimensionless

5 3000.0 0
4 1500.0 1
3 1000.0 2
2 750.0 3
1 600.0 4
0 500.0 5
-1 428.6 6
-2 375.0 7
-3 333.3 8
-4 300.0 9
-5 272.7 10
-6 250.0 11
-7 230.8 12
-8 214.3 13
-9 200.0 14
-10 187.5 15
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'1 APPENDIX D

POLYNOMIAL DATABASES

This appendix develops formula for interpolating a single value
function f(XY) over a regular square grid on (X,Y). Figure D-1
illustrates the regular square grid, identifies the grid points by
numbers and the square grid regions by letters. Let grid point 8 have
coordinates (X0 Yo) and let a grid length be d. Figure D-1 shows
Region C with vertices 8,4,5 and 9, where point 5 has coordinates
(Xo+d,Yo+d). The Regions A through E are called patches.

1 2

-F A
3 4 __ _5 :6

I1 12

i Figure D-1. Definition of Square Grid.

The purpose of this appendix is to develop a regular family of
polynomials based upon sampled data at the point 1 through 12, for
interpolating f(X,Y) over the Region C. The goals of the interpola-
tion polynomial development are:
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1. The set of formula must be simple to evaluate.

2. The coefficients of the polynomial interpolation formula
must be simple to evaluate.

3. The family of interpolation formulas should offer a method
for regularly increasing the degree (complexity), so that
one can evaluate the trade-off between sample point spacing
and interpolation formula complexity.

4. Adjacent patch functions must match on common boundaries
such as A-C, C-D, and B-C as shown in Figure D-1.

5. As the degree of the polynomial increases, the partial
derivatives of the patch formula should approach each other.
(It appears that the Overhauser-Coons bi-cubic patch is the
lowest order polynomial allowing continuity in function and
slope across patch boundaries).

Polynomial Family Development

The simplest interpolation formula which satisfies the goals is:

Po(X,Y) = U0 + U(X-Xo) + U01 (Y-Y + U11(X-Xo)(Y-Yo) (D-1).

where

X is the value of X at poinits (1,4,8,11)
0

V 0 is the value of Y at points (7,8,9,10)

U00 f

U10 = 9 - f8 )/d

U01 = f4 - f8)/d

Ul =(f 5 - f4 - f9 + f8 )/d
2

fi is the value of f(X,Y) at point i

d is the length of any side of the grid

Interpolation formula 1 given by Equation D-1, requires at most four
multiplications and five additions for evaluation. P0  can be
rewritten:

Po(X,Y) = U00 + (X-Xo)(Ulo + U11 (Y-Yo)) + U0 1 (Y -.Y0) (D-2)

Po(X,Y) = U 0 + (Y - Vo) (U01 + Ul1 (X-Xo)) + U10 (X-XO) (D-3)
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Then the evaluation of P0(X,Y) requires five additions and three
Kmultiplications.

The generation of the terms producing the next level of com-
plexity appears to rest on some level of insight. If we classify
formula 1 as linear or first order, then the next level of complexity
would be quadratic or second order. Further, the form of a simple
function will be such that terms which add to the formula complexity
on boundaries, such as A-C and C-E, produce no contribution to the
formula on orthogonal boundaries (i.e., B-C and C-D shown in
Figure 0-1). One next level term, D22 for formula 1 which satisfies
these requirements is:

D22(X,Y) = (X-Xo)(X-X1)(a° + al(Y-Yo)) + (Y-Yu)(Y-Y1)

(bo + bl(X-Xo)) + d(X-Xo)(X-X1)(Y-Yo)(Y-Y1) (D-4)

The form of the polynomial along any four point boundary line in
Figure D-1, such as (3,4,5,6) is cubic. Hence, other next level terms
are:

D32 = (X-Xo)(X-Xl)X-X2 )(a° + a1 (Y-Yo)) + (Y-Yo)(Y-Y1 )(Y-Y 2 )

(bo + bI (X-Xo)) + d(X-Xo)(X-X1)(Y-Y)(Y-Y1) (0-5)
and

D33 = (X-Xo)(X-X1)(X-X 2 )(a° + al(Y-Y o) + a2 (Y-Yo)(Y-Y1 )) +

(Y-Y0 )(Y-Y 1 )(Y-Y 2)(b° + bl(X-X o) + b2(X-Xo)(X-Xl))

+ d(X-Xo)(X-X 1)(Y-Yo)(Y-Y1 ) (D-6)

where

(X1,Y1) is the coordinate of point 5

(X1,Y2) is the coordinate of point 2

(X2 ,Y1 ) is the coordinate of point 6

031 is 032 without the d term.

A next level of complexity term, say D21, can also be generated by
neglecting the d coefficient in Equation D-4 for D22.

All these terms are symmetric in X and Y, that is equal order of
complexity for X and Y polynomials in provided. Further, a progres-
sion of more complex polynomials exists as follows:
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1. Po(X,Y)

2. P (X,Y) = Po(X,Y) + D21(X,Y)

3. P2(XY) = P(XY) + D22(XY)

4. P3(XY) = PI(XY) + D31(XY)

5. P4(X,Y) = P1(XY) = D32(XY)

6. P5(XY) = PI(XY) = D33(XY)

7. P6 is the Overhauser-Coons formula

Evaluation of the Polynomial Coefficients

The best method for evaluation of all the coefficients for the Pi

formula is not obvious. However, it appears that the terms ao, a1, bo
and bl, can be clearly and simply evaluated. The procedure follows
from the need to match boundary conditions.

The evaluation of the term d in Equations D-4 or D-5 is not
obvious nor does it follow from matching either first or second deriv-
atives at verticies, since the d term is always zero at the verticies.
Therefore, this appendix will describe only the evaluation of
coefficients ao, al, b0 and bI of Equations D-4 and D-5, allowing one

to evaluate and compare only polynomials Po,P 1 , P3 and P6 of the set
proposed.

EVALUATION OF ao AND a1

The ao and a1 coefficients in D22 or D31 must satisfy boundary

conditions between region A-C and C-E. Hence, if one writes the
formula

f(X,Y 1) for the line 3,4,5,6 as

f(X,Y1) = r° + rl(X-Xo) + r2(X-Xo)(X-Xl) + r3(X-Xo)(X-X1 )(X-X 2) (D-7)

Likewise, for the line 7,8,9,10

f(X,Yo) = to + t1(X-Xo) + t2(X-Xo)(X-Xl) + t3(X-Xo)(X-X1)(X-X 2 ) (D-8)

The terms ro , rI, to, and tI are clearly satisfied by polynomial
Po(X,Y). --- _
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Hence, it is obvious that Equations 0-4, 0-7 and D-8 yield

ao = t2  (D-9)

a1 = (r2-t2)/(Y1-Yo) = (r2-t2)/d (0-10)

while Equations 0-5, 0-7 and 0-8 yield

ao  t3  (D-11)

aI = (r3-t3 )/d (0-12)

By expressing the polynomials in the form of Equations 0-7 and
D-8, rather than powers of X and Y, we have allowed insight to show
obvious conditions. Hopefully, this technique will also yield simple
(if not the simplest) coefficient evaluation procedure.

EVALUATION OF b0 AND b1

If we define

f(XI'Y) = q0 + ql(Y-Yo) + q2(Y-Y0 )(Y- 1) + q3Y-Y)(Y-Y1)(Y-Y 2 ) (0-13)

and

f(XoY) = s + s1(Y-Yo) + S2 (Y-Yo)(Y-Y 1 ) + s3(Y-Yo)(Y-Y1)(Y-Y 2 ) (D-14)

Then Equations D-4, D-13 and D-14 yield

b = 2 (D-15)

b1 = (q2 - s2 )/d (0-16)

while Equations D-5, D-13 and D-14 yield

b s I (0-17)

b= (q3 - s3)/d (D-18)

EVALUATION OF q,r,s and t COEFFICIENTS

The coefficients to o tI, t2 and t3 relate to the line (7,8,9,10)

of Figure D-1. The t coefficients can be evaluated in order, with the
result:

to = f (0-19)

t = (f9-f8 )/d (D-20)
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t2= (f10 - f8 -2(f9-f8 ))/(2d2) (D-21)

which reduces to

t2 = (f10-2f9 + f8 )/(2d
2) (D-22)!3

t = (f7 - f + (f9-f8) - (f1o-2f9+f8))/(-6d
3) (D-23)

which reduces to

t3 = -(f7-3f8 + 3f9 - f10)/(6d
3) (D-24)

This procedure can also be used to evaluate the q,r, and s
coefficients along their respective line boundaries. The result is:

ao f9

q = (f5-f9)/d

q = (f2-2f 5 + f9 )/2d2

q = (f12 - 3f9 + 3f5 - f2 )/(6d
2)

r0 =f 4

r= (f5-f4)/d

r= (f6-2f5 +f4 )/(2d
2)

r = (f3-3f4 + 3f5-f6 )/(6d
3

s= (f4-f8)/d

s = (f1-2f4 + f8 )/2d
2)

s3 = (f11-3f8 + 3f4 - f1)/(6d
3)

At this point it is clear that formula P3 (X,Y) allows one to

match the cubic functions on all boundaries and to guarantee that the
partial derivatives of P3(X,Y) at the four vertices (4,5,8,9) will

also match the original cubic functions. Hence, formula P3(X,Y)
appears to be a good candidate for further study.
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APPENDIX E

ARBITRARY EYE ORIENTATION

The display consists of a rectangle defined by four corners, C1
through C4 as shown in Figure E-1. The points I' through 4" correspond
to C1 through C4 when C1 through C4 are projected to the X-Y plane
along the Z axis. Hence for C1 = (X1,YI,Z1), then 1" (X1,YI,O).

qz

4C

C4 C3

CI

C 2

14#

3

1'2

SX 2'

Figure E-1. Display Plane Dropped to XY Plane.
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Figure E-2 illustrates the four corners, 1" through 4', on the
X-Y plane in relation to a nadir n, and the display center, C.

Y

3'

4,

21

"n
SX

Figure E-2.

Illustration of Dropped Display, Dropped Display Center, C, and a Nadir, n.

This Appendix develops an algorithm for determining the follow-
ing:

1. Is the nadir, n, inside the dropped display rectangle?

2. If the nadir is outside the dropped display, then what lines
defined by what corners, bound the scene in the X-Y plane?
(i.e., lines 4"-n and 1'-n bound the scene in Figure E-2).
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Problem: The current REAL SCAN software only allows eye orientations

in which the lower bound line is always between corners 3

and 4 in Figure E-1. It is desired to have the capability

of computing the scene for any arbitrary eye orientation.

Solution: Figure E-3 depicts the location of the nadir relative to

the four dropped screen corners. There are nine possible

locations for the nadir (labeled A-I) in Figure E-3 for the

eye above the screen.

G C F
2 1

D I B

3 4

H A E

Figure E-3. Nine Possible Nadir Locations.

The four screen corners are labeled from 1 to 4 in a counter
clockwise manner. Corner 2 corresponds to the pixel location (1,1)
and corner 4 corresponds to the pixel location (NXNY).

Figure E-3 illustrates the five basic nadir locations which
determine the scan line sequence. These five basic situations are
shown in Figures E-4 through E-8.
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Figure E-4
n Nadir Outside Screen Footprint.

(1 lower bound line)

14

Figure E-5
Nadir Outside Screen Footprint.

(2 lower bound lines)

2 3

n
2 1

Figure E-6
no Nadir Inside Screen Footprint.

3 4.

1 4

Figure E-7
Nadir On Screen Boundary Line.

(1 lower bound line)

2 n 3

1 4

Figure E-8
Nadir = Corner

I n
4 2 3

Figure E-3 suggests a separation into three cases for the nine
possible nadir locations. There is an edge case (A,B,C,D), a corner

q case (E,F,G,H) and inside case (1). Figure E-4 corresponds to the
edge case, Figure E-5 corresponds to the corner case, and Figure E-6 -

corresponds to the inside case. Two other cases exist. These cases
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correspond to the nadir falling either on one or two of the lines that
bound the nine regions of Figure E-3. Figure E-7 corresponds to the
case where the nadir falls on one region separation line, while
Figure E-8 corresponds to the case where the nadir falls on one
display corner.

The location of the nadir can be found by taking the cross pro-
ducts of adjacent corners. Table E-1 identifies the sign of the cross
product for all nine nadir locations, when the eye is above the
screen. If the eye is below the screen, then all signs are reversed.

TABLE E-1. CROSS PRODUCT SIGNS WITH THE EYE ABOVE THE SCREEN

NADIR CROSS PRODUCT SIGNS BOUNDING
LOCATION 4xl 1x2 2x3 3x4 CORNERS

A + + + - 3,4
B - + + + 4,1
C + - + + 1,2
D + + - + 2,3
E - + + - 3,4,1
F - - + + 4,1,2
G + - - + 1,2,3
H + + - - 2,3,4
I + + + + 1,2,3,4

Table E-1 suggests that one can determine a logical corner test
via a Karnaugh map. Figure E-9 is a Karnaugh map with the four cross
products as independent variables and the bounding corners as depen-
dent variables labeled on the map. To further facilitate the transla-
tion from Table E-1 to Figure E-9 the nadir location is also labeled
on the Karnaugh map. Figure E-9 is the corresponding Karnaugh map for
the eye below the screen center.
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(2x3)(3x4)
(4x1)(1x2) ++ + .. +

++ INSIDE I  3,4 A 2,3,4 H 2,3 D

1,2 C 1,2,3 G

-- 4,1,2 F

-+ 4,1 B 3,4,1 E

Figure E-9. Eye Above the Screen Conditions.

(2x3)(3x4)

(4x1)(1x2) ++ +. +

++ 4,1,2 F

4,1 B 3,4,1 E

-- 2,3,4 H 2,3 0 INSIDE 1 3,4 A

-+ 1,2,3 G 1,2C

Figure E-1O. Eye Below the Screen Conditions.

The Karnaugh maps yield the following corner tests to define the
field of view lower boundary:

1. Corner = 1 if the EXCLUSIVE OR of the signs of (4xl) and
(x2) is true.

2. Corner = 2 if the EXCLUSIVE OR of the signs of (x2) and
(2x3) is true.

3. Corner = 3 if the EXCLUSIVE OR of the signs of (2x3) and
(3X4) is true.

4. Corner = 4 if the EXCLUSIVE OR of the signs of (3x4) and
(4xl) is true.

Further, an intermediate corner contributes to defining the lower
bondary, as shown in Figure E-5, if the following conditions are - I
satisfied:
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1. Center point = 1 if the eye is above the screen and ((4xl) <
0) and ((1x2) < 0) or if the eye is below the screen and
((4xl) > 0) and ((x2) > 0).

2. Center point = 2 if the eye is above the screen and ((lx2) <
0) and ((2x3) < 0) or if the eye is below the screen and
((1x2) > 0) and ((2x3) > 0).

3. Center point = 3 if the eye is above the screen and ((2x3) <
0) and ((3x4) < 0) or if the eye is below the screen and
((2x3) > 0) and ((3x4) > 0).

4. Center point = 4 if the eye is above the screen center and
((3x4) < 0) and ((4xl) > 0) or if the eye is below the screen
center and ((3x4) < 0) and ((4xl) > 0).

One may note that the nine nadir locations in Table E-1 are not
expanded to new cases if one or two cross products are zero and if one
assigns a positive sign to a zero cross product. However, the two
cases illustrated in Figures E-7 and E-8 suggest that the algorithm
which determines the nadir location and hence, accommodates arbitrary
eye orientation will have some best test order. That order appears to
be as follows:

1. Determine the four cross products.

2. Test if two of the cross products are zero. If two cross
products are zero one has the case illustrated in Figure E-8
and the boundaries of all the scan lines are well defined.

3. If two of the cross products are not zero, then establish
four logical variables having the sign of the cross products
(i.e., .TRUE. corresponds to positive).

4. Use the Exclusive OR tests to determine which display corners
bound the scene.

5. Establish four logical variables which EQUIVALENCE the sign
of each cross product with whether the eye is above or below
the screen center (i.e., the new variable is true if the sign
is positive and the eye below or if the sign is negative and
the eye above).

6. Use the center point AND test to determine which, if any, one
display corner becomes a center point.

7. If there is no center point, then test for zero of the cross
product of the two corners.
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8. If that cross product is zero, then the nadir is inside the
footprint as per Figure E-3 case I, but only three triangles
of scan lines need be created.

9. If that cross product is not zero, then one of the cases A
through D of Table E-1 has been determined.

10. If there is a center point, then initiate a set of tests for
cross product zeros. The first test checks for a zero cross
product for one corner and the center point. If a zero
results then that corner is replaced with the center point,
and the center point value is cleared to zero indicating
cases A through D. If the first test does not yield a zero
cross product then the second test is executed. The second
test checks for a zero cross product of the other corner and
the center point. If this cross product is zero then the
corner. is substituted and the center point cleared as in the
first test.

11. If neither of these cross product tests with the center point
yield a zero, then cases E through H of Table E-1 have been
determined.

12. Finally, case I is determined if all the above tests fail.
One should note that case I cannot be tested prior to cases A
through H, since a zero cross product receives a positive
sign, which make steps 2 and 8 equivalent to case I. Case *I
divides the scene into four triangles, Step 2 divides the
scene into two triangles, while Step 8 divides the scene into
three triangles.

NPIX, IASIX SEQUENCE

The value of NPIX and IAXlS must be identified. NPIX is the last
pixel value for the scan line on the IAXIS coordinate. If we employ a
corner counter "KSC" to keep track of the actual outer screen corner
to be crossed next, then we can use KSC to identify NPIX and IAXIS.

Table E-2 identifies the NPIX and IAXIS values for each value of
KSC when the eye is above the screen. Thus each time an outer corner
is crossed, KSC will be updated to MOD(KSC,4)+I and the corresponding
values of NPIX, and IAXIS are found by a table lookup. This assumes
that the scene is swept from the corner having the smaller index
toward the corner with the larger index.
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TABLE E-2. NPIX AND IAXIS VERSUS KSC.

KSC NPIX MAIS

1 NX1
2 0 2
3 0 1
4 NY 2
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APPENDIX F

IMPROVED SCAN LINE INITIALIZATION PROCEDURE

This Appendix develops a scan line initialization procedure which
efficiently bypasses the near field scene. Hence, over sampling as in
the case of looking directly down at the scene and, over testing as in
the case of looking out to the horizon are substantially reduced. The
procedure is not scene dependent, hence an arbitrary single valued
elevation will still be faithfully reproduced.

Figure F-1 illustrates the side view of a scan line. The scan
line is initiated at the nadir directly below the eye. The scene is
calculated for each world coordinate along the line. Figure F-2
illustrates the width of a scan line. The scan line has width since
we seek to maintain constant display resolution, and the dimension of
a world area which projects to a constant display resolution area
increases with range. Figures F-1 and F-2 illustrate that the angle

subtended by a pixel is B =oy/ lh!WT+Z and B ay/h; if h >> y

low- or B = a; if h << y.

!V

~EYE

h

Figure F-1. Side view of Scan Line.
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Figure F-2. Top view of Scan Line.

Figures F-3 and F-4 illustrate two ways of representing scan
lines. Figure F-3 illustrates a correct geometric layout, where all
scan lines converge on the nadir. Figure F-4 spreads the scan lines
at the nadir so that one may better represent detail in the vicinity
of the nadir. Figure F-4 suggests an improved scan line initiation
sequence over starting each scan line at the nadir. Figure F-4 does
not indicate the final procedure developed in this Appendix, but it is
a good starting point for describing the procedure's development.

Figure F-4 suggests that the first scan line (1) starts at the
nadir (i.e., left boundary of Figure F-4) and proceeds to scan the
screen moving toward the right. The next scan line is line (2) and
starts at a distance of h/8 from the nadir and an angle of 8a from
line (1). The next scan line is line (3) which starts no nearer than
h/4 to the nadir. If the first visible points having distance equal
or greater than h/4 from the nadir along lines (1) and (2) are more
distant than h/4, then line (3) starts at the minimum of these line
(1) and line (2) start distances. Figure F-4 also illustrates that
after line (9) has been swept through the scene, the procedure repeats
with line (2) now becoming line (2'). The new line corresponding to
(1) is line (1"), separated from (2 - 2') by angle 8 a. Line (1')
starts testing the scene for visible data at the nadir.
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C

o h/8 h/4 h/2 h

8- -6
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9p -9
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530--3

80
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°

41 J-..- - 4 °

6 ° 6

1' : •o 1'

h/8 h/4 h/2 h

Figure F-4. Another Illustration of Scan Line Initiation Sequence.
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Figures F-3 and F-4 clearly demonstrate that an improved scan
line initiation procedure is possible. The problem is to develop the
most efficient scan line initialization procedure.

Let us consider one more example of an improved scan line initia-
tion procedure before developing what appears to be the most efficient
procedure. Figure F-5 illustrates a sequence of scan lines (1-1, 2-1,
1-2, and 2-2) given line (1-0), and the renaming of line (1-2) to line
1-0 so that the procedure repeats. V1 and V1" represent vector
storage of data needed to implement the scan line initialization
procedure. Figure F-5 illustrates the following procedure:

1. Given vector V1 for line (1-0). Vector V1 contains the
following information:

a. The location of the first visible point having distance
equal or greater than h/2 from the nadir, say V1(h/2).

b. The location of the first visible point having distance
equal or greater than h from the nadir, say V1(h).

2. Initiate line (1-1) at the ICASE axis distance from the nadir
given in vector V(h/2). [Given a cartesian coordinate
system on a plane and a line on the plane, as one moves along
the line, incremental distance along one of the axes will
change more rapidly. This faster changing coordinate axis is
called the ICASE axis.]

3. Store the location of the first visible point along line
(1-1) having distance equal or greater than h from the nadir
in vector VI", say Vl"(h).

4. Calculate the scene along line (1-1) and project visible
points to appropriate buffer locations.

5. Initiate line (2-1) at the ICASE axis distance given by the

minimum of the VI(h) and Vl(h) distances from the nadir.

6. Calculate the scene along line (2-1).

7. Initiate line (1-2) at an ICASE axis distance of one unit
from the nadir.

8. Store the location of the first visible point along line
(1-2) having distance equal or greater to h/2 from the nadir
in vector Vi, say V1(h/2).

9. Store the location of the first visible point along line
(1-2) having distance equal or greater to h from the nadir in
vector V1, say Vi(h).
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10. Initiate line (2-2) at the ICASE axis distance given by the
minimum of the V1(h) and Vl'(h) distances from the nadir
(i.e., the ICASE axis is either an X or Y axis. The ICASE
axis has the smallest angular separation from the scan line.)

11. Line (1-2) now corresponds to line (1-0) and one repeats
steps 1 through 10 until the scene has been calculated.

LINE 1-0 V 1

LINE 2-1

___LINE 1-1 V I

UNE 2-2

LINE 1-2 V 1

h/2 h

REPEAT

Figure F-5. Illustration of h/2 Starting Point.

Let us compare the improved scan line procedures suggested by
Figures F-4 and F-5. Figure F-5 over calculates the scan line length
from 1 to approximately h/2 on all lines corresponding to (1-0) or
(1-2). The angular separation between all scan lines is, a, the
desired resolution for both Figure F-4 and Figure F-5.

Figure F-4 illustrates a relatively complex initiation procedure.
If the starting distances correspond to distances h/8, h/4, h/2, and
h, then it is clear that over sampling occurs since the first visible
point may be further from the nadir. However, if a vector memory,
similar to that used for Figure F-5 is considered, then the dimension
of the memory appears to be large.

The optimum scan line initiation procedure is illustrated in
Figure F-6. Only one vector memory is required. If the display
accuracy corresponds to 1/1024 then no more than 33 locations are
required in V, the vector memory. (11 point locations, where each
point has X, Y, Z axis values or where each point has only the ICASE
axis value and Z for 22 memory locations.) The procedure illustrated
in Figure F-6 for initiating the scan lines is as follows:
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1. Initiate line (1-0)

a. Store the location of the first visible point whose dis-
tance is equal or greater than Rh from the nadir into V,
say V(Rh) (R corresponds to the resolution, for example
R = 1/1024).

b. Continue to store the location of the first visible

points whose distance is equal or greater than 2n Rh from

the nadir into V(2nRh), until 2nR = 1.

2. Initiate line (1-1), separated from line (1-0) by angle 2a,
at the ICASE axis distance given by V(h/2). Store the loca-
tion of the first visible point whose distance is equal or
greater than h from the nadir into V(h').

3. Initiate line (2-1), midway between lines (1-0) and (1-1) at
the ICASE axis location given by the minimum of V(h) and
V(h'). Then store V(h') into V(h), updating the vector V.

4. Initiate line (1-2), separated from line (1-1) by angle 2a,
at the ICASE axis distance given by V(h/4). Store the loca-
tion of the first visible point whose distance from the nadir
is greater or equal to h/2 into V(h/2). Store the location
of the first visible point whose distance from the nadir is
greater or equal to h into V(h').

5. Initiate line (2-2) as per step 3 and store V(h') into V(h).

6. Succeeding steps are as illustrated in Figure F-6, following
the concept laid out in steps 1 through 5.

Figure F-6 illustrates an apparent optimum procedure for a
general scene. The minimum memory is used, and no scan line is
started nearer the nadir than required to guarantee calculation of
telephone pole like spikes in the scene having resolution equal to or
better than a pixel, since the resolution, R, is equal to or less than

pixel and the angular resolution, a, is also equal to or less than
pixel.
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h/S h/4 h/2

" "LINE 1-0

LINE 2-1

ALA LINE 1-1

LINE 2-2

LINE 1-~2

LINE 2-3

LINE 1-3

UINE 2-4

_________LINE 1-4

UINE 2-5

LINE 1-5

LINE 2-8

LINE 1-6

LINE 2-7?

CO LEE 1-7

Figure F-6. The Optimum Scan Line Initiation Procedure.
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APPENDIX G

DISPLAY PROJECTION TO FRACTIONAL PIXEL ACCURACY

The current REAL SCAN algorithms project world data (i.e., the
scene) to the 512 x 512 pixel display via a Bresenham type algorithm
operating on both the display's X and Y axes. The current REAL SCAN
algorithm does not resolve to subpixel accuracy, its accuracy is ± 1/2
pixel of the projected pixel location.

There are a number of possible projection methods for achieving
subpixel accuracy. All of the projection methods investigated in this
appendix assume that one axis is projected from the scene to the
display with subpixel resolution. The other axis' coordinate is then
derived. Some of the methods for deriving the other axis' coordinate
are as follows:

1. Since the equation for a line on the display, Y(X), is

Y - Yo = (AY/AX) (X - X0) (G-1)

lone can continue to perform multiplications m(X-X0 ) to

determine the other axis, Y. The following symbol notation
is used:

AY/AX is the slope m, of the line

AXi , AYi are increments along their respective axis

2. One can set up an error term
Error = m (X.-X ) - (Yi-Yo) + m (X -X )

1 0 1 0 i+1 i

such that the error term becomes (Yi+l-Yi), the increment

along the other axis, since X is assumed to be the primary
axis.

3. One can set up a Bresenham type algorithm of the form

Error = (-(Y-Y0) AX + (X-X0) AY) 2n + AY 2
n-1

where n is the number of bits of accuracy (i.e., n = 1 if AX
and AY are expressed as an integer, while n = 3 if X and Y
are expressed on a grid whose dimension is 1/4 pixel).
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a. A divide algorithm can be set up making use of the
limited accuracy. For instance the pseudo FORTRAN code
below relates to a grid of 1/4 pixel dimension

C Initialize IEEE = -AX*4
C Display coordinates (X,Y) consist of an integer cat-
C enated with a pseudo 2 bit fraction. Hence, for a 512 x
C 512 display the minimum integer dimension for X or Y is
C 1(for sign) + 9 (for display dimention) + 2(for pseudo
C fraction) = 12 bits.
C ITERATION

IEEE = IEEE + AXi*AY
C AX. is the change in the major coordinate axis since the

1
C last iteration.
C AXi may have values of 2, 3 or 4.

IF(IEEE.GT.0) THEN ! I
IEEE = IEEE - AX*4

IF(IEEE.GT.0) THEN ! 2
IEEE = IEEE -AX*2

IF(IEEE.GT.0) THEN ! 3
IEEE = IEEE -AX*2
Y = Y + INCY

C the terms AX*4, AX*2, INCY, INCY/4, INCY/2, and 3INCY/4
C are unique constants

ELSE ! 3
Y = Y + 3INCY/4

ENDIF ! 3
ELSE ! 2

IEEE = IEEE + AX*2
IF(IEEE.GT.0) THEN ! 4

IEEE = IEEE - AX/4
Y = Y + INCY/2

ELSE ! 4
Y = Y + INCY/4

ENDIF ! 4
ENDIF ! 2
ENDIF ! 1

NOTE: No more than 7 steps are required to complete
this effective 2-bit division.

b. An actual divide can be set up as illustrated in the following
pseudo FORTRAN code

C ITERATION
IEEE = IEEE + AXi*AY

IF(IEEE.GT.O) THEN ! 1
AYi = (IEEE + AX/2)/AX
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Y =Y + AY.

IEEE = IEEE -AYi*AX

ENDIF ! 1

NOTE: The true divide algorithm, item 3.b, requires 5
steps to determine the new value of Y whereas the
algorithmic 2-bit resolution divide, item 3.a,
requires 7 steps without recourse to a divide
operation.

Hence, it appears that the algorithm for calculating the display
line is best given by 3.a for limited resolution. Actual screen pixel
location would be obtained by dividing (X,Y) by 4 (i.e., a 2 bit
shift). However, the subpixel resolution of the display allows one to
perform final display filtering based upon subpixel point spread
filter functions, one of the investigation goals of this research.

Integer display screen resolution can be achieved by using a
display screen X coordinate with pseudo fractional part, yet dealing
with a display screen Y coordinate accurate to an integer pixel ± 1/2.
For example, FORTRAN code for a two-bit X fraction and an integer Y
coordinate is developed as follows:

1. Let X = N.F, a 3 bit integer, then N = 0, F = 01 represents
X = 1/4.

2. Initialize the error term, IEEE to -AX*4

3. Iterate IEEE according to the FORTRAN formula
IEEE = IEEE + (2*AY) * AXi -(8*AX) *AYi

4. Let the variables (AX*4), (2 AY), and (8*AX) be constants of
the process.

5. Then pseudo FORTRAN code becomes
IEEE = IEEE + (2*AY) *AX.

IF(IEEE.GT.0) THEN 1
IEEE = IEEE - (8*AX)
Y= Y + INCY

ENDIF
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IAPPENDIX H

IMPROVED WORLD TO DISPLAY PROJECTION

This Appendix develops an improved projection algorithm based
upon given accuracy requirements.

Problem: To project a sequence of points from world coordinates to
screen coordinates using the fewest recurring steps in
integer arithmetic.

Given: (1) the accuracy in both world and screen coordinates;
(2) the sequence of points falling on a line cutting the
screen and on a plane through the eye nadir axis.

Solution: Projection to the screen is accomplished by a two-step
process. First, the point is rotated from world to screen
coordinates, both having their origin at the eye. Second,
the point is projected to the screen using similar triangle
geometry.

Given: (XpYp,Zp)w, the visible point in world coordinates

(Xe,YeZe)w, the eye point in world coordinates

(Up,Vp,Wp), the visible point in eye centric screen
coordinates

(Xs,Ys), the projection of the visible point to screen
coordinates

(R), the 3x3 rotation matrix transforming the visible point
from eye centric world coordinates to eye centric screen
coordinates

The rotation matrix coordinate transformation yields

Up r rXp-Xe1
[Vp ] =RJYp-Ye (H-1)

WPJ LZp-ZeJ

But we also have two lines:

(1) The line on the screen in screen coordinates

Ys = Xs * ms + Yso
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(2) The scan line on the world

Vp-Ye = m(Xp-Xe)

or in terms of the scan line's horizon

Yh-Ve = m(Xh-Xe) (H-4)

Equation H-3 suggests Equation H-i may be written for R ( r. ) as
1J

Up r 11 + m*r 12r 1[pX

p=r 21 +mr22 23 Zp-Ze
WP r3  + m*r r ](H-5)

LU L3 32 33
One can rename the rotation matrix for this 2-0 to 3-D transformation
as A = (a..j)

L~eJ (H-6)

Any visible point projected to the screen, a distance h from the eye
must satisfy

Xs - -Ys - h
UP W Vp-(H-7)

If m <1, then Xp-Xe is the rapidly changing axis (i.e. , termed the
ICASE axis) and one can determine incremental changes in Xs and Vs
given incremental changes in Xp and Zp as follows:

1. Use Equations (H-7) and (H1-2) to solve for either Ys or Xs

Vs = Xs*ms + Vso = Xs*Wp/Up (H-8)

so

Xs(ms*Up + Wp) = Vso*Up (H- 9)

2. Define the terms

Up = Upo + AUp
Wp = Wpo + AWp
Xs = Xsold + AXs

SAV1 = ms*Upo + Wpo '
SAV2 = ms'*MJP = AWp,
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then one can write the pseudo FORTRAN code for calculating AXs and
iterating the terms above

SAV2 = ms*AUp + AWp
SAVI = SAVI + SAV2
IEEE = IEEE - AUp*Yso - Xsold*SAV2
AXs IEEE/SAV1
IEEE = IEEE -AXs*SAV1
Xsold Xsold + AXs

3. Pseudo FORTRAN code for AYs follows from Equation (H-2)

AYs = AXs*ms

If one relates the accuracy of (Xs,Ys) as N.F where

INI ! 2n

[I *2 f 1,

and if we relate Xs with the fast changing axis, Ys with the slow

changing axis; then Xs needs (n+f) bits of significance where Ys

needs (n2f) bits of significance to account for roundoff.

The number of steps for determining (AXs, AYs) can be reduced by
rewriting Equation (H-9) in terms of ground coordinates and allowing a
floating point initialization.

This is done as follows:

1. Combine Equations (H-9) and (H-5) to form

Xs((ms a11 + a31) (Xp-Xe) + (ms a12 + a32 )(Zp-Ze) =

-Xso (a11 (Xp-Xe) + A12 (Zp-Ze))

where

b11 = ms a11 + a31

b12 = ms a12 + a32

2. The pseudo FORTRAN follows the definitions

Xp-Xe = Xo + AXp

Zp-Ze = Zo + AZp

Xs = Xsold + AXs
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SAVi = b A Xo + b 12 *Zo

SAV2 = bi AXp + b1*Z

SAV3 = a 1 1 A Xo + a1 2  Z

SAV4=a 11  AXp + a12 *a~p

which yields the iteration

SAV2 = b 1 AXp + b12 *AZp

SAVi = SAVi + SAV2

SAV4 = a 11 * Xp + a1 2 AAZp

SAV3 = SAV3 + SAV4

IEEE = IEEE -Yso*SAV3 -Xsold*SAV2

AXs = IEEE/SAV1

IEEE = IEEE AXs*SAV1

Xsold = Xsold + AXs

AYs =AXs~ms

Ys =Ys + AYs

This shows that projection can be accomplished with eight (8) multi-
plications, 9 add/subtracts(s) and one f bit division. This is less
complexity than required for the 3x3 rotation as per Equation (H-i).
The number of bits required for each variable is shown in Table H-i.
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TABLE H-i. VARIABLE RESOLUTION

Variable Resolution for N.F Number
Name Bits

AXs f
AYs n +2f
Ys n +f
ms n+ f

AXP f

SAVi 2n + 2f
SAV2 n +2f

*SAV3 2n + 2f
SAV4 n +2f

Xsold n +f
Yso n +f
IEEE 2n + 3f
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APPENDIX I

TERRAIN MODELING DISTRIBUTIONS

This Appendix develops three redistributions which can be applied
to filtered white noise. The distributions developed allow one to
control the relative occurrence of terrain elevations. Hence,
different type of ground cover can be modeled.

q Triangular Distribution

A triangular distribution has the general frequency diagram shown
in Figure I-1.

Y

A -----------------------------

0 i-1 i I fR R

Figure I-1. Triangle Distribution Plot.

The equations describing Figure I-1 are

y(x) = ax; for 0 ! x 5 fR (I-1)

y(x) = b(R - x); for fR 5 x 5 R (1-2)

The area under the distribution curve is AR/2, but since this

encompasses all points,

AR/2 = N2  (1-3)

or

A 2N2/R (1-4)
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Note that the location of the peak does not effect the area
calculation.

Letting NT(i) be the number of points in the ith bucket covering
the interval from x = i - 1 to x = i in range 0 to fR (i.e., shaded
area in Figure I-i) then

i
NT(i) = f ax dx (1-5)

i-i

NT(i) = (a/2)(2i - 1) (1-6)

Iotenrating Equation (I-1) yields

A = afR or a = A/fR (1-7)

Using Equations (1-7) and (1-4)

a = 2N2/(fR 2 ) (-8)

Therefore, from (1-6) and (1-8), the number of points in the ith
bucket on the interval 0 to fR is

NT(i) = N2 (2i - 1)/(fR2 ) (1-9)

Shifting the origin to x = R, the bucket sizes for the interval
fR to R can be computed

NT(i) = N2 (2i' - 1)/((1 - f)R2) (1-10)

where i' = R - i + 1.

Therefore,

NT(i) = N2 (2R - 2i + 1)/((1 - f)R2) (I-1)

on the interval fR - i 5 R

The FORTRAN code that computes these bucket sizes follows:

C IFRAC = f*R
C FRAC = f
C BUCK(I) = NT(i)
C
C TRIANGLE
C

2101 TEMP1 = (1.*N*N)/Rk"2

252



NAVTRAEQUIPCEN 80-D-0014-2

TEMP2 = 2*R + 1
DO 2111 I = 1,R

UF(I. LE. IFRAC)THEN
BUCK(I = (2*1 - 1)*TEMPI/FRAC

ELSE
BUCK(I) = (TEMP2-2*I)*TEMP1/(l FRAC)

ENDIF
2111 CONTINUE

GOTO 2114

Parabolic Distribution

A split parabolic distribution is shown in Figure 1-2.

y

A ------- -- - ------- - - I

ON-x
0fR R

Figure 1-2. Parabolic Distribution Plot.

The equaticns describing the split parabolic distribution are

y(x) = ax~l - x/2fR); for 0 5 x 55 fR (1-12)

y(x) = b(R-x) [1-(R-x)I(2(1-f)R)]; for fR 5- x 5 R (1-13)

The area under the distribution curve is 2AR/3, and also N .it
follows that

A =3N2 /(2R) (1-14)

Letting NP(i) be the number of points in the ith bucket, for the
~haded area in teFigure 1-2, which is in the interval 0 to fR,
yields
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NP(i) = f ax(1 x/2fR) dx
i-i

NPMi = (a/2)(2i -1) - (a/6fR)(3i 2- 3i + 1) (1-15)

Integrating Equation (1-12) yields

A = afR/2 (1-16)

and, from Equations (1-14) and (1-16)

a =3N2 R2  (1-17)

Therefore, from Equations (1-15) and (1-17),

NP(i) = (3N 2/2fR)[2i-1-(3i 2-3i+l)/(3fR)] (1-18)

Shifting the origin to i = R, yields

NP(i) = [3N2/12(1 - f)R 2](2i-1-(3i-2 -3i+),[3(1-f)R]) (1-19)

where iV R-i-1 in the interval fR-fl!5 i ! R

The FORTRAN routine for the parabola bucket size calculation
fol lows:

C FRAC f
C IFRAC =f*R

C BUCK(I) = NT(i)
C
C PARABOLA
C
2102 TEMPi = (3. *N*N)/(2*R**2)

DO 2112 1 = 1,R
IF(I. LE. IFRAC)THEN

ELSE
TEMP2 = R - I + 1
BUCK(I) =TEMP1/(1 - FRAC))*(2*TEMP2-1-((1+3

* *TEMP2*(TEMP2 - 1))/
* (3.*(1 - FRAC)*R)))
ENDIF

2112 CONTINUE
GOTO 2114
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Cusp Distribution

A cusp distribution has the general frequency diagram shown in Figure 1-3.
Y

A ------------ a--a------------a-aa

A x
O i-I t fR R

Figure 1-3. Cusp Distribution Plot.

The equations describing this curve are

y(x) = ax2; for 0 ! x S fR (1-20)

y(x) = a(R -x)2 for fR S x 5 R (1-21)

The area under the distribution curve again corresponds to the

total number of points. Therefore,

N2 = AR/3 (1-22)

or

A = 3N2/R (1-23)

Letting NC(i) be the number of points in the ith bucket on the
interval 0 to fR (i.e., shaded area in Figure 1-3), yields

2

NC(i) = f ax2 dx (1-24)
i-1

NC(i) = (a/3)i - (i - 1)3  (1-25)
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Integrating Equation (1-20) yields

A = a(fR) 2  (1-26)

and from Equations (1-23) and (1-26)

a = 3N 2/(f 2R 3  (1-27)

Therefore

NC(i) = N 2(3 i2 - 3i + 1)/(f 2R 3  (1-28)

Shifting the origin to x = R

NC(i) = N (3i2- 3i' + 1)/[(1 -f) R 1 (1-29)

where i' = R - i + 1 in the interval fR + 1 - i R

The FORTRAN code that computes the bucket sizes for the cusp
distribution follows:

C FRAC f
C IFRAC =fR I

C BUCK(I) =NT(i)
C

*C CUSP
C

2103 TEMP1 = (1,*N*N)/R/R/R
D0 2113 1 = 1,R

IF(I. LE. IFRAC)THEN
BUCK(I = (1 + 3.*1*(1 - 1))*TEMP1/(FRAC*FRAC)

ELSE
TEMP2 = R - I + 1
BUCK(I) = (1 + 3*TEMP2*(TEMP2-1))

4 *TEMP1/((1..FRAC)*(l FRAC))
ENDIF

2113 CONTINUE
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APPENDIX J

LOWER BOUND

PROBLEM: Find the sequence of points on a given line which
subtend a constant angle from a point not on the line. The signi-
ficance of this problem is that it is the REAL SCAN prob1 -m for
computing the lower bound points. The lower bound points are the
intercept of the lower bound line, and the scan lines, which subtend
a constant angle from the nadir.

GIVEN:

(1) ANG - The signed angle between the points on Line 1
of Figure J-1.

(2) (XS,YS) - The first point on Line 1 of Figure J-1.
(3) (XE,YE) - he last point on Line 1 of Figure J-1.
(4) (X,Y) - The last computed intercept.

Figure J-1. Depicts The Problem Statement.

(XE,YE)

LINE 21

XR,YR)
III  (X,y') \ LINE 2

/x

(0,0)

Figure .J-1. Lower Bound.

Thus, the problem is to find the next intercept (X',Y').
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SOLUTION:

Two solutions have been generated. SOLUTION A has been imple-
mnented in REAL SCAN, and SOLUTION B has not been implemented.
Both solutions solve for the next point (X',Y'), which is the
intercept of Line 2' and Line 1 of Figure J-1. This Appendix
compares the two solutions for accuracy and simplicity.

SOLUTION A:

Line 1 of Figure J-1 obeys the following equation

(X' - X)/K1 = (Y' - Y)/K2 = T PJ-1)1

where

Kl =XE -XS
K2 = YE - YS

The equations for the particular point (X',Y') on Line 1 is

X= X + Kl*T (J -2)
Y= Y + K2*T (J-3)

The derivative of tanO with respect to t is

d/dt(tan(D) = (dD/dt)/(cos~p) 2

I-or small angular changes, since t = 0 for the point (X,Y)

dD~/dt = ANG/T

d/dt(tan(D) =(X1
2 + Y, 2 )(ANG/T)/X' 2

- (X+Kl t) 2 + (Y+K2*t) 2 )(ANC/I)X 2 (4

tan(P can also be defined as

tanD = /X

Therefore, another equation for d/dt(tano) is

d/dt( tzmnD) = d/dt (Y' /X')
= (X*dY/dt - YI*dX/dt)/(XI*XI) (.-5)

From equations (J-2) and (J-3)

dX'/dt = KI

dY'/dt -K2
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Therefore, Equation (J-5) becomes

d/dt(tan(D) = (K2*X? - Kl*YI)/(XI*XI). (J-6)

If we set Equation (J-4) equal to Equation (J-6), and evaluate
t at T/2 then ANG((X + Kl*T/2)**2 + (Y + K2*T/2)**2) =T*(K2*X -
Kl*Y). (J- 7)

Dropping the T 2 termis and solving for T yields

T = ANG*(X*X + Y*Y)/((K2*X - KI*Y) - ANG*(Kl*X + K2*Y)) (J-8)

Where (K2*X - Kl*Y) is a constant K for any point (X,Y) on Line I
of Figure (J-1), throughout the iteration. Therefore T is of the
form

T = M/(K - B) where B = ANG(Kl*X + K2*Y).

If K>>B then 1/(K - B) =(l/K)*(l + B/K)

Therefore, T i. approximately

T =(ANG/K)*(X*X + Y*Y)*(l + (ANG/K)) (Kl*Xl + K2*Yl) (J-9)

We can now solve for all the points along Line 1 iteratively by
solving for T and knowing that

X1=X + Kl*T pJ-10)
Y'=Y + K2*T pJ-11)

Then we let X = X1 and Y =Y' and solve for a new X' and Y1.
This solution involves 9 multiplies and S adds to compute each
new lower bound point (X',Y'). But if T is computed as shown in
Equation (J-12), and the point (X',Y') is computed by Equations
(J-13) and (J-14) then only 8 multiplies are required.

T =KK*(X*X + y*y)* (1 + KK*(Xl + (K2/Kl)*Yl)) (J-12)

Where KK = Kl*ANG/K

Y' Y + (K2/Kl)*T (J-14)

But if Kl is zero then Equation (J-14) is unbounded. Therefore,
Equations (.1-10) and (J-11) will be used.

* SOLU)TION B:

This next solution solves for the new lower bound point by finding
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the intercept of Line 1 and Line 2' of Figure (J-1), which is

(X' - XS) / (XE - XS) = (Y' -YS) / (YE -YS) (J-IS)

Let K1 = (XFI - XS) (.J-16)
K2 = (YE - YS) (.-17)
K = XS*K2 - YS*Kl = X'*K2 - Y'*KI (J-18)

Line 2' can be evaluated by rotating the known Line 2 by ANG degrees.

XR = [cos (ANG) -sin(ANG)l[X}
YR] [sin(ANG) cos(ANG)[IY

But since ANG is small, the following approximation is valid

cos(ANG) - 1
sin(ANG) = ANG

Therefore, the result of the rotation becomes

XR = X - ANG*y (J-19)
YR = ANG*X + Y (J-20)

And since Line 2' intercepts the origin

X'/XR = Y'/YR

or

X' = (Y'/YR)*XR (J-21)

Substituting Equation (,J-21) into Equation (J-18) yields

Y'*(K2*XR/YR - Kl) = K

or

Y' = K/(XR*K2 YR*KI)*YR (J-22)

Substituting Equation (J-22) into Equation (1-21) yields

X' = K/(XR*K2 - YR*Kl)*XR (J-23)

'Ihe term K/(XR*K2 - YR*Kl) can he simplified to yield an approxi-
mate solution of (X',Y') from (X,Y) without any divides.

TERM = K/(XR*K2 - YR*KI) (J-24)

Substituting Equations (,J-19) and (.1-20) into (.1-24) yields

TPR = K/((X*K2 - Y*K1) ANG*(Y*K2 + X*K1)) (.1-25)
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But (X*K2 - Y*K1) is the constant K of equation (,J-18) therefore,
TERM has the form of equation (J-26)

TERM = K/(K - B) (J-26)

where B = ANG*(Y*K2 + X*Kl).

If K>> B then K/(K - B) = 1 + B/K.

Thus TERM has been approximated and there are no divides since
AN;/K is a multiplication factor. Therefore the final solution
for (X',Y') is found by substituting equations (J-19) and (J-20)
into equations (J-22) and (J-23) and using the above approximation
for TERM.

X' = (X - ANG*Y)* 1 + (ANG/K)*(Y*K2 + X*Kl) (,J-27)
Y' - (ANG*X + Y)* 1 + (ANG/K)*(Y*K2 + X*Kl) (J-28)

This solution requires 7 multiples and 4 adds while, SOLUTION A
required 8 multiples and 5 adds. But SOLUTION A is potentially
more accurate.

COMPARISON OF SOLUTION A AND SOLUTION B:

A third solution is to simplify SOLUTION A. This solution neglects
the ANG/K squared terms of SOLUTION A and is given in equations
(,J-29) through (J-31) below

T = (ANG/K)*(X*X + Y*Y) (J-29)
X' = X + KlI*T (K-30)
Y' = Y + K2*T (J-31)

This simplification reduces SOLUTION A to S multiples and 3 adds,
and it is still more accurate than SOLUTION B! Therefore equations
(.J-29) through (,J-31) is the best solution.

One way to verify that SOLUTION A and SOLUTION B are approximately
the same is to veriFy that the terms in both solutions which involve
ANG/K are equivalent.

'lhe ANC/K term for Y' in SOLUTION A is K2*(X*X + Y*Y), (,J-32)

and the ANG/K term for Y' in SOLUTION B is Y*(Y*K 2 + X*Kl) + X*K.
(p-33)

Comparing (J-32) and (,J-33) yields

K2*X*X + K2*Y*Y :: K2*Y*Y + Kl*X*Y + X(X*K2 - Y*KI)
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or

K2*X*X + K2*Y*Y :: K2*X*X + K2*Y*Y

Therefore the two solutions are the same in the AN;/K terms.
Both SOLUTION A and SOLUIION B use the approximation
K = ANG*(KI*X + K2*Y).

The magnitude of ANG*(Kl*X + K2*Y) is greatest at the end points,
(i.e. when (X,Y) is equal to (XE,YE) or (XS,YS)). Therefore, a
test of K against AN[,*(XE*Kl + YE*K2) and ANG*(XS*Kl + YS*K2) is
sufficient to validate the complete iteration for both solutions.

In RAIL SCAN, the constant K of Equation (J-11) is zero when the
nadir falls on the lower bound line, (i.e. Line 1 if Figure (J-l)).
This does not cause a problem since, when the nadir is on the lower
bound line, the lower bound is always the nadir and no computation
is needed. A worst case is when the nadir is very close to the
lower bound line. This situation causes K to become very small.
Since all points are integer in REAL SCAN, the closest the nadir
can be to the lower bound line is 1. Also, since REAL SCAN uses
hierarchical levels, the length of the lower bound line is always
less than or equal to 512 units.

Note that the equations derived in this Appendix require that ANG
be signed. Positive angles are defined to be counter-clockwise
rotations about the Z axis.

7
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APPENDIX K

PROJECTION PROCESSOR

This Appendix describes the mathematics for PGPROJ.FOR, the
FORTRAN routine which computes the screen coordinates for a visible
point given in WORLD coordinates.

Problem Description

q Definition of Symbols:

(X,Y,Z) WORLD coordinate axes
(XY',Z') EYE CENTRIC WORLD coordinate axes
(U,V,W) EYE coordinate axes
(XSYS) screen coordinate axes

(XP,YP,ZP) visible point in WORLD coordinates
(XP',YP',ZP') visible point in EYE CENTRIC WORLD coordinates
(UPVPWP) visible point in EYE coordinates
(XSPYSP) visible point in screen coordinates

(XE,YE,ZE) eye location in WORLD coordinates
(USVSWS) screen center in EYE coordinates
(NX,NY) the number of pixels along both screen axes
(LX,LY) the length of the screen along both screen axes

R The rotation matrix due to the equations of
motion, which defines the present eye orientation
relative to the initial eye orientation.

RT The transpose of R scaled to integer.

Figure K-1 depicts the initial system, (i.e., at time T = 0), with the
EYE coordinate axes (U,V,W) aligned with the WORLD coordinate axes
(X,Y,Z). The eye is at the world origin and the screen is at any
arbitrary location (US,VS,WS) as long as VS is greater than zero. The
screen coordinates (XS,YS) align with the (U, -W) axes of the EYE
coordinate system.
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Figure K-1. Initial World, Eye, and Screen System at Time T = 0.

Figure K-2 depicts the system after the eye has traversed through
space. The eye coordinate system is related to the EYE CENTRIC
WORLD coordinate system by the rotation matrix R. The EYE CENTRIC
WORLD coordinate system has the same orientation as the WORLD
coordinate system but it is translated to the eye.
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Figure K-2. World, Eye, and Screen System at Time T > 0.

Problem: Find the screen coordinates of all the visible world points
on a REAL SCAN line, using integer arithmetic.

Solution: The solution can be found by partitioning the problem into
several smaller problems as described below:

1. Find the screen coordinates of one visible point, assuming
that the screen center is at (O,VS,O).

2. Find the screen coordinates of one visible point with the
screen center at any arbitrary location (USVS,WS).

3. Find the screen coordinates of successive visible points on
the scan line.

In order to find the screen coordinates (XSP,YSP) of a visible
point (XP,YP,ZP), one must: (1) find the location of the visible
point in the EYE coordinate system (UP,VP,SP); (2) project that point
onto the screen.
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To find the location of the point in the EYE coordinate system,
one may consider moving the world point in the opposite direction that
the eye has moved. There are two parts to this opposite movement: (1)
Translate the point from the WORLD coordinate system to the EYE
CENTRIC WORLD coordinate system; (2) Rotate the point in the EYE
CENTRIC WORLD coor'dinate system into the EYE coordinate system. The
translation is found by subtracting the eye's location from the
point's location as depicted in Equation (K-i).

YP : YP - YE (K-i)
ZP ZP Z

The point in the EYE coordinate system can be found by the matrix
multiplication of the inverse of R and the point in the EYE CENTRIC
WORLD coordinate system. Since the rotation matrix R is a matrix of
direction cosines, the inverse of R is equal to the transpose of R or
RT. Thus, the point in EYE coordinates is given by Equation (K-2).

IvPI = [RT]IYP' (K-2)
LWP ZP

Note that the projection algorithm uses integer arithmetic.
Therefore, RT must be scaled. If RT is scaled by a power of two, the
scaling will correspond to a logical shift of the bit positions.
Equation (K-3) depicts the scaling of RT.

RT = 2n*R -I (K-3)

The value of n is directly related to the accuracy of the projec-
tion algorithm.

The method of similar triangles is used to project the point in
EYE coordinates onto the screen. This method gives a perspective view
of the point. Figure K-3 illustrates this projection problem.

Similar triangles yield

XSP = VS*UP/VP (K-4)

YSP = -VS*WP/VP (K-5)
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Figure K-3. Projection.

The screen coordinates of Equations (K-4) and (K-5) are in length
units. To convert the screen coordinates to pixel units, the length
screen coordinates must be multiplied by the number of pixels per unit
lenqth. If the screen has square pixels defined by Equation (K-6)
then, the screen coordinates are given by Equations (K-7) and (K-8).

NPL = NX/LX = NY/LY (K-6)

XSP = K*UP/VP (K-7)

YSP = -K*WP/VP (K-8)

where

K = NPL*VS

If the screen center is at an arbitrary location (US,VS,WS), then
the screen coordinates (XSP,YSP) must be translated relative to
the screen center. Equations (K-9) and (K-10) illustrate this
translation

XSP = K*UP/VP - US*NPL (K-9)

YSP = -K*WP/VP - WS*NPL (K-l0)
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But since US*NPL and WS*NPL are constants, Equations (K-9) and

(K-10) may be written

XSP = K*UP/VP - KU (K-11)

YSP = -K*WP/VP - KW (K-12)

Since all the math is to be integer, the screen coordinates of
Equations (K-11) and (K-12) will be truncated. Thus, two integer
error terms must be created to manage the fractional portion of the
screen coordinates. The real screen coordinates (RXSP,RYSP) can be
defined to be the sum of an integer part and a fractional part.
Equation (K-13) defines the real screen coordinate along the XS axis,
which yields

RXSP = XSP + FRACX = K*UP/VP - KU (K-13)

Then a scaled integer representation of RXSP is given by Equation
(K-14)

VP*RXSP = XSP*VP + FRACX*VP = K*UP - KU*VP (K-14)

The scaled integer error term along the XS axis is then defined as
FRACX*VP, hence

ERRORX = K*UP - (XSP + KU)*VP
ERROSX = K*UP - JIX*VP (K-15)

where JIX = XS + KU.

Since XSP is a truncated integer, a test of FRACX against + 1/2
will determine if XSP should actually be XSP + 1. A test of ERRORX
against + VP/2 is equivalent to testing FRACX against + 1/2. A
similar error term along the US axis is defined by Equation (K-16).
Thus, with the use of these two error terms, the actual screen coor-

* dinate can be found using only integer arithmetic. The corresponding
YS axis terms are

ERRORY = -K*WP - JIY*VP (K-16)

where JIY = YS - KW

XPINCI [P--XPl
YPINCI YP YP (K-17)
ZPINC ZP' Z P

The incremental distance between visible points (XPINC,YPINC,
ZPINC) is then rotated into the EYE coordinate system by the matrix
multiplication of RT, to yield the incremental distance in the EYE
coordinate system (UPINC,VPINC,WPINC), as
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[UPINC] XPINC1

PINC [RT] YPINC (K-18)

WPINC LZPINC

The incremental distance between visible points in the eye coor-
dinate system is then used to update the integer error terms. The new
point in the EYE coordinate system (UP',VP',WP ") is defined in
Equation (K-19)

[UP'] =[UP + UPINCi
VP = VP + VPINC] (K-19)

LWPi WP + WPINcJ

Substituting Equation (K-19) into Equation (K-15) yields the error
term for the new point along the XS axis

ERRORX" = K*(UP + UPINC) - JIX*(VP + VPINC)

or

ERRORX' = (K*UP - JIX*VP) - (K*UPINC - JIX*VPINC)

But (K*UP - JIX*VP) is ERRORX. Therefore ERRORX" is equal to the
old error term plus an incremental error term, which accounts for the
incremental distance between visible points

ERRORX" = ERRORX + K*UPINC - JIX*VPINC (K-20)

Similarly substituting Equation (K-19) into (K-16) yields
ERRORY', the error term for the new visible point along the YS axis is

ERRORY" = ERRORY - K*WPINC - JIY*VPINC (K-21)

Thus the computation for the new error terms is an iterative
operation. The test for pixel boundary crossing is if the absolute
value of FRACX or FRACY is greater than 1/2 (See Figure 15). Thus the
integer test for the pixel boundary crossing is if the absolute value
of ERRORX or ERRORY' is greater than VP/2. If the new point does map
to an adjacent pixel, then the corresponding error term must be decre-
mented or incremented by VP, depending on the change in screen coor-
dinate, (i.e., if XSP - (XSP + 1) then ERRORX +- (ERRORX - VP), or if
XSP - (XSP - 1) then ERRORX - (ERRORX + VP)).

The direction in which the scan line moves across the screen
(INCXS, INCYS) is used to determine which pixel boundary crossing test
applies. The value of INCXS or INCYS is (-1, 0, or +1). If INCXS is
equal to 1 then the pixel boundary crossing test for the XS axis is if
ERRORX is greater than or equal to VP/2. Likewise, if INCXS is equal
to minus 1 then the pixel boundary crossing test on the XS axis is if
ERRORX is less than minus VP/2.
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One can identify the direction of the scan line on the screen
(INCXS, INCYS) by projecting the nadir and the horizon on the screen.
If the nadir and horizon in EYE coordinates are (UNADIR,VNADIR,WNADIR)
and (UHORIZ,VHORIX,WHORIX), then the screen coordinates for the nadir
and the horizon are given by Equations (K-22) through (K-25)

XSN = K*UNADIR/VNADIR - IU (K- 22)

YSN = -K*WNADIR/VNADIR - KW (K-23)

XSH = K*UHORIZ/VHORIZ KU (K-24)

YSH = -K*WHORIZ/VHORIZ - KW (K- 25)

The slope of the scan line projected on the display screen is

SLOPE = (YSH - YSN)/(XSH - XSN) (K-26)

If two terms DELX and DELY are created as

DELX = UHORIZ*VNADIR - UNADIR*VHORIZ (K-27)

DELY = WHORIZ*VNADIR - WNADIR*VHORIZ (K-28)

then the slope is

SLOPE = DELY/DELX (K-29)

If the magnitude of the inverse slope on the slope is less than
the slope of the line which defines a half pixel change across the
screen, then either INCXS or INCYS should be set to zero respectively.
Otherwise INCXS and INCYS should be equal to the sign of DELX and DELY
respectively. The FORTRAN test for determining if INCXS should be
zero is

IF(ABS(DELX/DELY) .LE. 1/(NY*2)) INCXS = 0 (K-30)'

or more efficiently

IF(ABS(2*NY*DELX - DELY) .LE. 0) INCXS = 0 (K-31)

A similar FORTRAN equation for INCYS is

IF(ABS(2*NX*DELY - DELX) .LE. 0) INCYS = 0 (K-32)

If INCXS is not zero then INCXS = SIGN(1,DELX)*SGN,

IF INCYS is not zero then INCYS = SIGN(1.DELY)*SGN

where SGN = SIGN(1,(VNADIR*VHORIZ)).
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APPENDIX L

CPU TIME COMPARISON

This Appendix compares the two sets of software (PG*.FOR) and
(PZ*.FOR) for the CPU time required to compute an identical scene. A
scene was created with the following input data using both sets of the
REAL SCAN software routines.

EYE LOCATION = 0,0,2000
PITCH = 5 DEGREES
BANK = 0 DEGREES
HEADING = 0 DEGREES
LX = 1
LY = 1
NPL = 512
HORIZON LIM = 45000

The two pictures that were created by the two sets of routines
are identical except for the sky shading, and the CPU time required to
create the pictures was significantly different. The two pictures are
given in Figures L-1 and L-2.

The CPU time for Figure L-1 was 1 hour and 54 minutes while the
CPU time for Figure L-2 was 1 hour. The reason for the difference in
CPU times is attributed to the fact that in the PZ*.FOR routines the
scan lines don't start at the nadir like they do in the PG*.FOR
routines.

* m

Figure L-1. Scene Using PG*.FOR Routines.
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APPENDIX M

EFFECT OF ANGFACT ON CPU TIME AND ALIASING

This Appendix compares six pictures for their clarity. All six
pictures are of the same scene but each picture has a different angle
factor for the angle between scan lines. The sequence of angle
factors for the six pictures is 5,4,3,2,1,.5. The input data for
these scenes are:

EYE LOCATION = 0,0,2000
PITCH = 15
BANK = 0
HEADING = 0
LX = 1
LY = 1
NPL = 512

These six pictures are given in Figures M-1 through M-6. Each picture
is accompanied by another picture which is the result of filtering
any missed pixels. The missed pixels are filled by using the FILT2
routine.

Figure M-1. ANGFACT = 5 CPU TIME = 14 MIN 241 SCAN LINES.
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4Figure M-2. ANGFACT =4 CPU TIME =18 MIN 301 SCAN LINES.

4Figure M-3. ANGFACT 3 CPU TIME =22 MIN 401 SCAN LINES.
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IP

*Figure M-5. ANGFACT =1 CPU TIME =68 MIN 1201 SCAN LINES.
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Figure M-6. ANGFACT .5 CPU TIME = 135 MIN 2401 SCAN LINES.

The above pictures demonstrate how effective FILT2 is when missed
pixels are encountered. As can be seen there is a trade off for
CPU time and scene clarity. Figure M-1 was computed in just 14
minutes but the scene has a large amount of aliasing problems,
while Figure M-6 was computed in 135 minutes and has almost no
aliasing problems.

I27
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APPENDIX N

OVERHAUSER-COONS INTERPOLATION

This Appendix develops the Overhauser-Coons interpolation
routines and the elevation error evaluation routines.

The elevation error evaluation routine for O-C is listed in
Appendix HB and the elevation error evaluation routine for the simpler
straight line formula is listed in Appendix HC. Results of both
elevation evaluations are presented at the end of this Appendix.

Introduction

It appears that most terrain can be modeled with a data base
which describes a single value surface. For rectangular coordinateswith axes X and Y, every point on the single value surface has a

corresponding height, Z(X,Y). The data base for a complex scene is
quite large. One of the problems is to create a means of generating a
complex function, Z(XY), using a minimal amount of data. The
Overhauser-Coons (0-C) Bicubic Patch Function was investigated as a
possible solution. The O-C Function interpolates the height of a
surface at some point (X,Y) for a given region knowing adjacent height
values P1 through P12 as shown in Figure N-la. The shaded area, in
Figure N-la, is the interpolation region or "patch" where the values
of Z(X,Y) are to be computed. A large area is divided into many
patches where interpolation of each patch requires adjacent height
values. In Figure N-lb, the surface is divided into 16 areas where
the four shaded areas are the Overhauser-Coon's Patch regions. The
asterisks denote the sample points that are needed to interpolate the
four shaded regions. The sample points form a grid which is the
.sample data array required for the interpolation of the surface.
Therefore, the data base describing a surface is reduced since the
data base is the sample data array rather than a height corresponding
to every point (X,Y) on the surface.

The Overhauser-Coons Function

The Overhauser-Coons (0-C) Bicubic Patch Function, Z(X,Y), is

Z(X,Y)=CI(X)BO(Y)-(Zl)BO(X)BO(Y)+C2(Y)BO(X)-(Z2)BI(X)BO(Y)

C3(X)B1(Y)-(Z3)BO(X)B1(Y)+C4(Y)BI(X)-(Z4)BI(X)BI(Y) (N-i)

Shown in Figure N-2 are Z1, Z2, Z3, and Z4 which are the heights
at the corners of the patch corresponding to the adjacent points to
the patch P8, P9, P48, and P5, respectively. The boundary lines of
the patch are C1(X), C2(Y), C3(X), and C4(Y) which are defined by the
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Figure N-1. Sample Data Array (a) for Overhauser-Coons Patch
Region, (b) for Area Interpolated by 4 Patches
with Sample Data Array in the Form of a Grid.

Overhauser Functions. The Overhauser Functions permit the interpola-
tion of points on a line given four points on that line. Here, the
line is one of the boundary lines of tLe patch. The four points on
the line are the points in the sample data array. BO(X), BO(Y),
BI(X), and BI(Y) are the Coons Blending Functions which permit inter-
polation between the boundary lines thereby defining the interior of
the patch. The O-C Function is evaluated at any point (X,Y) within
the patch as t(X) and in the Y-direction as t(Y). Therefore, "the
interior of the patch is expressed in terms of the boundary curves
(the Overhauser Functions), the four bounding points of the patch and
two Coon's Blending Functions" (17).

The incremental distances within the patch, t(X) and t(Y), are
determined for each point interpolated within the patch. Given a
point (X,Y) to be interpolated within the patch, the incremental
distance t(X), is the distance from the point to the boundary line
C2(Y), Figure N-2. The incremental distance, t(Y), is the distance
from the point to the boundary to the line C1(X). The incremental
distance is then ,ormalized by dividing by the width of the patch
illustrated in Figure N-2.

17Brewer, J. and Anderson, D. "Visual Interaction with
Overhauser-Coons Curves and Surfaces", Computer Graphics, Vol. 11, No.
2, pp. 133-137, Summer 1977.
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Figure N-2. Variables in Overhauser Functions.

The Overhauser Function of the boundary lines of the patch are of
the form

Cn(X)=V(n,1)t3(X)+V(n,2)t2(X)+V(n,3)t(X)+V(n,4); n= or 3 (N-2)
Cn(Y)=V(n,1)t3 (y)+V(n,2)t2 (y)+V(n,3)t(X)+V(n,4); n=2 or 4 (N-3)

The derivation of the Overhauser Functions is provided in
Reference 17. Equations N-2 and N-3 define the X- and Y-dependent
boundary lines, respectively. The boundary lines are said to be
X-dependent if the sample data points on the line (X,Y), have
different values for X but the same value for Y. Referring to Figu',
N-2, the boundary lines C1(X) and C3(X) are the X-dependent boundary
lines. C1(X) is dependent on the sample data points P7, P8, P9, and
P1O. C3(X) is dependent on the sample data points P3, P4, P5, and P6.
The Y-dependent boundary lines are C2(Y) and C4(Y). C2(Y) is depen-
dent on sample data points P1, P4, P8, and P11. C4(Y) is dependent on
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points P2, P5, P9, and P12. The value of the incremental distance
used in the equations for the X-dependent boundary lines is t(X) and
for the Y-dependent boundary lines is t(Y). The coefficients of the
Overhauser Functions of the boundary lines are the elements of the
array V(4,4). The coefficients for the equations of each boundary
lines are obtained by the matrix multiplication of the 4 by 4 data
matrix derived in Reference 17 and the 4 by 1 matrix of the four
sample data points on the boundary line.

The Coon's Blending Functions, BO(X), BI(X), BO(Y), and B1(Y),
are also evaluated for each point interpolated within the patch. The
Coon's Blending Functions allow for interpolation of the interior of
the patch between the boundary lines. Referring to the O-C Function,
Equation N-1, the Overhauser Function of a boundary line in one direc-
tion (X or Y) is multiplied by a Coon's Blending Function in the other
direction. Also, the height at the corners of the patch, Z1, Z2, Z3,
and Z4, are considered in the interpolation by multiplying each by two
of the Coon's Functions. The Coon's Blending Functions in the X-
direction are defined as

BO(X)=1-3t 2(X)+2t 3(X) and B1(X)=3t2 (X)-2t 2(X)

and in the Y-direction, as

BO(Y)=1-3t2(Y)+2t3 (y) and BI(Y)=3t2 (Y)-2t 3(Y).

The Overhauser-Coons Bicubic Patch Routine

The Overhauser-Coon's Bicubic Patch Routine is software which
controls the computation of the Overhauser-Coon's Function over a
single value surface given the sample data array of the surface. The
FORTRAN file for the O-C Routine, LCOVRCNS.FOR, is provided in
Appendix GB.

The Overhauser-Coons Bicubic Patch routine interpolates points
(X,Y) in world coordinates in a square surface area. Here, world
coordinates are the actual locations (in dimensions such as feet or
meters) of points on the surface with reference to some point desig-
nated as the origin (0,0). The choice of dimensions is arbitrary so
long as the units are consistent for all variables throughout the
routine. Figure N-3 illustrates the variables PICWIT, ISAMPSP, and
DELTA. The width of the surface is referred to as the picture width
(the variable PICWIT). The distance between the sample data points,
the width of one patch, is the sample spacing (SAMPSPAC). However,
the data base source information (i.e., the sample data array) is
created on integer (X,Y) coordinates. Hence, the sample spacing, or
patch width, is defined as the integer ISAMPSP where

SAMPSPAC-1 < ISAMPSP < SAMPSPAC.
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SAMSPSPAC-1 < ISAMPSP < SAMPSPAC where SAMPSPAC is a
real number and ISAMPSP is an integer.

Figure N-3. Illustration of Variables (PICWIT, ISAMPSP, DPTDEN,
DELTA), Sample Data Array, and Interpolated Points.

Any real number can be entered for the value of SAMPSPAC but the
integer value, ISAMPSP, will be used in computation of the sample data
array coordinates. The number of divisions of this sample spacing by
the interpolated points is the data point density (DPTDEN). The
distance between the interpolated points is given the FORTRAN variable
name DELTA which is calculated in the routine as DELTA= ISAMPSP/
DPTDEN. Also, Figure N-3 denotes the location of some sample array
points (*) and their corresponding interpolated points(-).

Since adjacent points are required for each patch, an area of
length PICWIT and width ISAMPSP along each edge is not interpolated.
Therefore, the area of interpolation region can be calculated as

2((INT(PICWIT/ISAMPSP) - 2) ISAMPSP) , where the function INT( ) yields
the greatest interger less than the argument of the function.

281



NAVTRAEQUIPCEN 80-D-0014-2

In a CIG System, the sample data array for the O-C routine is the
actual heights of a known single value surface with coordinates X and
Y where the distance between the sample data points in the X and Y
directions is ISAMPSP. The sample data array is a grid of the
surface, separating the surface into many O-C patches. In developing
the routine, a test function for which an exact value at each point
(X,Y) could be determined was used to check the accuracy of the O-C
procedure. The sample data array for the test was the value of the
function for each point (X,Y) at the intersection of the grid.

The sample data points are elements of the FORTRAN array SAMPT
(IX,IY) where IX and IY are the indices of the array, as shown in
Figure N-4a. Since FORTRAN requires the indices of an array be non-
zero, positive integers, the indices, IX and IY, are counted from 1 to
some maximum value. The maximum value is IEND where IEND is a FORTRAN
variable calculated as

DPAC=1./ ISAMPSP (N-4)

IEND=PICWIT*DPAC+I (N-5)

The world coordinates of a sample data point (X,Y) with indices (IX,
IY) can be thought of as X=(IX-1)ISAMPSP and Y=(IY-1)ISAMPSP. There-
fore, the origin has world coordinates (0,0) and indices (1,1). As a
further example, the point with world coordinates of (ISAMPSP,
2(ISAMPSP)) has indices of (2,3). Each pdtch is referenced by the
indices of the sample data point at the lower left corner of the
patch, (IX,IY). Figure N-4b shows that all other indices of points

adjacent to the patch are determined from the choice of (IX,IY).

Referring to Figure N-3, the order of computation of the inter-
polaLion region in the test routine begins at point (1) and increments
along Y until reaching point (2). This completes one "segment". The
Y increment continues until reaching (3), completing one "line". Then
X is incremented to point (4) while Y returns to its initial value.
The X and Y increments continue until reaching (5) completing the
interpolation region or one "picture" (not the same as PICWIT). Since
the Overhauser Functions of the boundary lines are unique for each
patch, Nhenever a boundary line of a patch is crossed it is necessary
to compute the Overhauser Functions for the boundary lines of the new
patch. The Coon's Blending Functio-s and the complete Overhauser-
Coon's Function, however, are evaluated at each interpolated point
within the patch. It should be noted that the particular order of
computation used by the test routines is completely arbitrary.

The changes in the X- and Y-coordinates occur in increments of
DELTA along each axis. Again, in the O-C routine, DELTA is calculated
as DELTA=ISAMPSP/DPTDEN which is Lne distance between the interpolated
points. As shown in Figure N-5, the increments of DELTA are numbered
consecutively along the axis starting from 0 at the origin. Let A and
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JISAMPSP-a

A-PICW IT-.J
E % J - - " (IND END)

D

A. N '(IENDIEND- 1)

(23

SInterpolation Region

I X Sample Data Array

1 2 3 0e 0 lEND

(IXIY+2) (IX+1,IY+2)

(IX- 1,lY+i) (lX,IY+1) (IX+1,IY+1)
4 O(I X42,.1Y*I)

(IX-IAY) l.I) (IX+i.IY)
0 0 (1X42,IY)

(IX.IY-1) (IX+111Y-1)

(b)

Figure N-4. Indices (a) for Sample Data Array,
(b) for Adjacent Points of Patch Region.
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B, in units of DELTA, be values on the X-axis and the Y-axis which
mark the beginning and end of the interpolation region along each
axis. In terms of A and B, the first point interpolated, (1), in
Figure N-5, has world coordinates (X,Y)=((A)DELTA,(A)DELTA). The last
point interpolated, (2), has world coordinates (X,Y)=((B)DELTA,(B)
DELTA). The FORTRAN DO loops, which perform the interpolation of the
region, add DELTA as a first step prior to calculating an interpolated
value. Thus, the indices of the DO loops vary from A - 1 to B - 1.

Mm
I-

-- -t- " ± -t- -" + I- lnterpolation
- + + Region

2

-4-H

U11:- 4-

I 1 ia' I a
I P B ' P XIDELTA

Figure N-5. Limits IPP and IUP.

The numerical value of A - 1 is given the FORTRAN variable name IPP
and of B - 1 the name IUP. Figure N-5 illustrates IPP and IUP, which
are calculated in the routine as

IPP=DPTDEN-1 (N-6)

IUP=( IEND-2)*DPTDEN-1 (N-7)

Note that in Figure N-5, the solid lines are separated by a distance
ISAMPSP. The dashed lines are separated by a distance DELTA. Here,
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ISAMPSP is an integer multiple of DELTA, namely 3, which is the data
point density, DPTDEN. In this case, the solid and dashed lines
coincide every third dashed line. If the DPTDEN is not an integer,
then these lines may not necessarily coincide. Figure N-6 depicts the
case where DPTDEN=1.5. Using Equations N-6 and N-7, the limits IPP
and IUP would be calculated as IPP=O and IUP=3. These limits are

LI incorrect because the first interpolated point would then have coord-
inates X=Y=DELTA, which is point (1) in Figure N-6. This point cannot
be interpolated by the Overhauser-Coon's Function because the required
adjacent sample data points are not available for the patch which
includes this point. This error occurs when DPTDEN is not an integer

0

ISAMPSP
k ["-DELTA -H

I I I I

4 - - - INTERPOLATION

, 2-REGION

-' ~-4- -4- -- --

I I I

0 1 2 3 4 5 6 X.DELTA

1 I 1 I

1 2 3 4 56 IX

Figure N-6. Example with DPTDEN=1.5.

or when there is a round off error in DELTA. Therefore, the following
check is required

IF(ISAMPSP.GT.((IPP+I)*DELTA)) IPP=IPP+I

IF(PICWIT-ISAMPSP. LE.(IUP+1)*DELTA) IUP=IUP-1
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CAfter the check, the example illustrated in Figure N-6 has limits
IPP=1 and IUP-4.

For the general case, in terms of IPP and DELTA, the first point,
(1), interpolated has world coordinates (X,Y) where X=Y=(IPP+1)DELTA
and the last point interpolated, (2), has world coordinates X=Y=
(IUP+1)DELTA. For the example. in Figure N-6, it follows that the
first point interpolated, (2), has world coordinates (X,Y) where
X=Y=(IPP+1)DELTA=(2)DELTA. The last point interpolated, (3), has
world coordinates (X,Y) where X=Y=(IUP+)DELTA=(5)DELTA.

The FORTRAN variables "X" and "Y" are used for the values of the
X and Y world coordinates, respectively, during the increments along
each axis. The variable XX, shown in Figure N-7, is used to initial-
ize both the X and Y increment. XX is calculated in the routine as
XX=IPP*DELTA. In terms of XX and DELTA, the first interpolated point,
(1), has world coordinates (X,Y)=(XX+DELTA,XX+DELTA).

.<

0
r-

-C
0*0 K ISAMPSP
O m DELTA- -~o

M 4 Interpolation2 . - 4 - + + + - Region4- - + -++ -- -t - ++-
-I

+ 4-
X

-, X 4+ - --- + -----4X

0 1 2 3 4 6 . . XDELTA

XX AX,WORLD COORDINATES
XX.DELTA

Figure N-8. Initialization of Increments with XX.
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To allow for boundary crossing checks after each increment, the
variable FORTRAN coordinates (IRLX,IRLY) and (IRUX,IRUY) are defined.
The point (IRLX,IRLY) is the lower left boundary in world coordinates
corresponding to the first potential point of the patch region. In
Figure N-4b, this is the point with indices (IX,IY) such that IRLX=
(IX)ISAMPSP and IRLY=(IY)ISAMPSP. The point (IRUX,IRUY) is the upper
right boundary in world coordinates corresponding to the potential
last point of the patch or the point with indices (IX+1,IY+1) such
that IRUX=(IX+1)ISAMPSP and IRUY=(IY+1)ISAMPSP. In the FORTRAN
routine IRLX and IRLY are initialized in the routine as ISAMPSP or
IRLX=ISAMPSP and IRLY=ISAMPSP with IRUX and IRUY equal to IRUX=IRLX+
ISAMPSP and IRUY=IRLY+ISAMPSP. After an increment, the world
coordinate in the direction of the increment, X or Y, is compared to
the upper boundary (IRUX if X is incremented or IRUY if Y is incre-
mented). If the world coordinate is greater than the upper boundary
then the boundary line has been crossed.

To allow the values of the Overhauser Functions of the boundary
lines evaluated at a point (X,Y) to be accessed in the array C(4), the
following equivalence is made:

CI(X)=C(1) C3(X)=C(3)

C2(Y)=C(2) C4(Y)=C(4)

From Figure N-8a, the boundary line crossed while incrementing along
the Y axis is the upper horizontal line, C(3). With the crossing of
the boundary, IRLY and IRUY are incremented such that IRLY = IRUY and
IRUY = IRUY+ISAMPSP. The use of the prime notation in Figure N-8
denotes the new value of the variables in the next patch to be inter-
polated. When C(3) is crossed, the boundaries IRLX and IRUX are
unchanged. The Overhauser Functins of the boundary lines are calcu-
lated for the next patch. Figure N-8b refers to incrementing along
the X-axis so the boundary line crossed is the right vertical line,
C(4). Here, the new values of IRLX and IRLY are IRLX = IRUX and IRUX
= IRUX+ISAMPSP while IRLY and IRUY remain unchanged. With the cross-
ing of a boundary line, the Overhauser Functions of the boundary lines
are then calculated for the next patch. In the O-C routine the code
which performs the increment in the X direction, the boundary crossing
check, and the subsequent increments of the index and upper and lower
boundaries is

X=X+DELTA
IF(X.GT. IRUX)THEN
IX=IX+I
IRLX=IRUX
IRUX=IRUX+ISAMPSP
ENDIF
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4 Figure N-8. Change of Boundary Lines and Boundary Points after a
Boundary Crossing (a) after an Increment along the Y
Axis (b) after an Increment along the X( Axis.
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In the Y-direction, the code is

Y=Y+DELTA
IF(Y.GT. IRUX)THEN
IY=IY+I
IRLY=IRUY
IRUY=IRUY+ISAMPSP
ENDIF

The Overhauser Functions of the boundary lines and the Coon's
Blending Functions are evaluated with the value of the incremental
distances, t(X) and t(Y), calculated for each point (X,Y) interpolated
within the patch. The incremental distance in either direction is
obtained by subtracting the lower boundary from the world coordinate.
Then each difference is normalized by dividing by the sample spacing,
ISAMPSP. The incremental distance in the X-direction, t(X), is calcu-
lated iii the O-C routine as

DPAC=I./ISAMPSP

TX=(X-IRLX)*DPAC

The incremental distance in the Y-direction, t(Y), is calculated as

TY=(Y-IRLY)*DPAC

When a patch boundary is crossed, the O-C Function is recalcu-
lated for the new patch. The Coon's Blending Functions are dependent
only on the incremental distances at each point interpolated in the
patch. The coefficients of the Overhauser Functions of the boundary
lines, the array V(4,4), are generated by the subroutines PTCHNG and
C(IC,JC).

In the Subroutine PTCHNG the height at each bounding corner of
the patch, from the sample data array, SAMPT, is identified by the
indices at Lhe corners of the patch:

IXI-IX+I
IYI=IY+I

ZI=SAMPI(IX,IY) !LOWER LEFT CORNER OF PATCH
Z2=SAMPT(IX1,IY) !LOWER RIGHT CORNER OF PATCH
Z3=SAMPT(IX,IY1) !UPPER LEFT CORNER OF PATCH
Z4=SAMPI(IXI,IY1) !UPPER RIGHT CORNER OF PATCH

PICHNG then calls subroutine C(ICJC) to generate the coefficients of the

boundary lines:
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CALL C(2,1) !LOWER HORIZONTAL LINE, C(1)
CALL C(1,1) !LEFT VERTICAL LINE, C(2)
CALL C(2,2) !UPPER HORIZONTAL LINE, C(3)
C LL C(1,2) !RIGHT VERTICAL LINE, C(4)

The notation C(IC,JC) designates the boundary lines of the patch where
IC=1 is a vertical line, IC=2 is a horizontal line, JC=I is either the
left or lower line, and JC=2 is either the right or the upper line.

The four coefficients of the Overhauser Functions are calculated
for one line boundary in the subroutine C(IC,JC) and then assigned to
the array V(4,4) by

DO -- J2=1,4
V(n,J2)=ANS(J2)

-- CONTINUE

Note that n represents the values 1 through 4 where V(1,J2) assigns
coefficients to the equation for the boundary line C(1), and so on.
The FORTRAN code for the calculation of the coefficients of the
Overhauser Functions of the boundary lines and the assignment to the
array V(4,4) for all four boundary lines in PTCHNG is accomplished by

CALL C(2,1) !LOWER HORIZONTAL LINE, C(1)
DO 20 J2=1,4

V(1,2)=ANS(J2)
20 CONTINUE

CALL C(1,1) !LEFT VERTICAL LINE, C(2)
DO 30 J2=1,4

V(2,J2)=ANS(J2)
30 CONTINUE

CALL C(2,2) !UPPER HORIZONTAL LINE, C(3)
DO 40 J2=1,4

V(3,J2)=ANS(J2)
40 CONTINUE

CALL C(1,2) !RIGHT VERTICAL LINE, C(4)
DO 50 J2=1,4

V(4,J2)=ANS(J2)
50 CONTINUE

The notation for the boundary lines in PTCHNG allows for a check
in subroutine C(IC,JC) such that

IF(IC.EQ.1) THEN !Y-DEPENDENT BOUNDARY LINES, C(2), C(4)
IP=IX+JC-1
K=2-IY
DO 10 1=1,4
ANS(I)=O
DO 10 J=IY-1,IY+2
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ANS (I)=ANS(I)+MAT(I,J+K)*SAMPT(IP,J)
10 CONTINUE

ELSE !X-DEPENDENT BOUNDARY LINES, C(1), C(3)
IP=IY+JC-1
K=2-IX
DO 20 I=1,4

ANS(I)=O
DO 20 J=IX-l,IX+2

ANS(I)=ANS(I)+MAT(I,J+K)*SAMPT(J,IP)
20 CONTINUE

ENDIF

For the condition IC=1, the data matrix, MAT, is multiplied by
the four points on one of the vertical (Y-dependent) boundary lines,
C(2) or C(4). The four points on the Y-dependent boundary lines are
accessed from the sample data array by SAMPT(IP,J). The FORTRAN
variable IP is equal to the index in the X-direction of the sample
data points on the boundary line. For a Y-dependent line, the value
of X for the points on the line do not vary. Therefore, IP is a
constant and is calculated as IP=IX+JC-1. If JC=1 then IP=IX, des-
ignating the left vertical line, C(2) (i.e., see Figure N-4b). If
JC=2 then IP= IX+1, designating the right vertical line, C(4). The
index J varies in the DO loop as

DO 10 J=IY,IY+2.

The points on C(2) are accessed from the array SAMPT when JC=1 by

SAMPT(IX,IY-1), SAMPT(IX,IY),

SAMPT(IX,IY+1), SAMPT(IX,IY+2).

The points on C(4) are accessed from the array when JC=2 by

SAMPT(IX+1,IY-1), SAMPT(IX+1,IY)

SAMPT(IX+1,IY+1), SAMPT(IX+I,IY+2).

If IC=I, the data matrix is multiplied by the four points on one
of the horizontal (X-dependent) boundary lines, C(1) or C(3). The
points are accessed by SAMPT(J,IP). The FORTRAN variable IP is calcu-
lated as IP=IY+JC-1. If JC=1 then IP=IY, designating the lower hori-
zontal boundary line, C(1). If JC=2 the IP=IX1, designating the upper
horizontal line, C(3). This time the index J varies in the DO loop as

DO 10 J=IX-1,IX+2.

The points on C(1) are accessed from the array SAMPT when JC=1 by
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SAMPT(IX-1,IY), SAMPT(IX,IY)

SAMPT(IX+1,IY), SAMPT(IX+2,IY).

The points on C(3) are accessed from the array when JC=2 by

SAMPT(IX-1,IY+1), SAMPT(IX,IY+1)

SAMPT(IX+1,IY1), SAMPT(IX+2,IY+1).

The element of the data matrix are referenced in the 0O loop by
MAT(I,J+K). The index, I, varies from 1 to 4 which represents the
four rows of the matrix. The FORTRAN variable K is used to shift 3
from the index of the points on the boundary line to the values of 1
through 4. To illustrate, with K=2-IY, then J and J+K become

J=IY-1, J+K=IY-1+2-IY= 1
J=IY, J+K=IY+2-IY= 2
J=IY+1, J+K=IY+1+2-IY= 3
J=IY+2, J+K=IY+2+.2-IY= 4

The value of J+K represents the four columns of the data matrix. Each
term of the matrix multiplication is summed into ANS(I) as I varies
from 1 to 4. The result of the multiplication for each value of I is
one of the coefficients of the Overhauser Functions where

ANS(1)'=V(n,l) ANS(3)=V(n,3)
ANS(2)=V(n,2) ANS(4)=V(n,4), n=1,2,3,4.

The Overhauser Functions of the X-dependent boundary lines are
calculated in the routine as

DO 150 IOX=1,3,2
CCX=V( lOX, 1)
DO 140O IEX=2,4

CCX=CCX*T(IOX)+V(IOX, IEX)
140 CONTINUE

CC IOX)=CCX
150 CONTINUE

CZ1=C( 1)-Z1*BOX-Z2*B1X
CZ2=C(3)-Z3*BOX-Z4*B1X

CZ1 and CZ2 are FORTRAN variables used for intermediate sums. The
Overhauser Functions of the V-dependent -)oundary lines as calculated in
the routine 2s

CZ=CZ 1*BOY+CZ2*B1Y
CSTUFF=O

DO 70 IEY-2,4,2

292



NAVTRAEQUIPCEN 80-0-0014-2

CCY=V(IEY,I)
DO 60 IOY=2,4

CCY=CCY*T(I[Y)+V(IEY,IOY)
60 CONTINUE

CSTUFF=CSTUFF+CCY*B(IEY)
!CSTUFF=C(2)BOX+C(4)BIX

CZ and CSTUFF are, also, FORTRAN variables used for intermediate sums.

The Coon's Blending Functions in the X direction are computed as
BIX=(3.0-2.0*TX)*TX2 and BOX=I.0-BlX. The FORTRAN code for TX2 is
TX2=TX*TX. In the Y direction, they are calculated as BIY=(3.0-2.O*
TY)*TY2 and BOY=1.O-BIY. The FORTRAN code for TY2 is TY2=TY*TY.

At this point, all the required information has been calculated
so that the O-C Function can be evaluated to obtain the interpolated
value of the height of the surface at a point (X,Y). The value of
height, FEND, interpolated by the O-C Function is calculated as FEND=
CSTUFF+CZ.

The Test of the Overhauser-Coons Bicubic Patch Routine

The accuracy of the O-C routine was tested by using a sample
function FT(X,Y). The sample data array was computed at values (X,Y)
on a grid of width ISAMPSP. The surface was interpolated at a data
point density which kept the number of interpolated points constant.
Each value of height of an interpolated point was compared with the
exact value of the function at the same point (X,Y). The statistic
used in evaluating the accuracy of the routine was the difference in
the O-C value and the exact value at each point (X,Y). The differ-
ences at each point were summed to obtain the statistics considered in
the results of the accuracy.

The test function which was used to evaluate the accuracy of the

O-C procedure was

FT(X,Y)=127*SIN(6.283185*X/1024)*SIN(G.283185*Y/1024). (N-8)

The selection of a test function is arbitrary. This function was
chosen because of the ease of detecting errors due to the symmetry of
the X and Y coordintes.

]he sample data array was determined by calculating the value of
the test function, FT(X,Y), by Equation N-8, at each intersection of
the grid. The following FORTRAN code was used to create the sample
data array.

DO 10 I=I,IEND
XMIS-(I-1)*ISAMPSP
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C
DO 10 J=1,IEND

SAMPT(I,J)=FT(XMIS,(J-1)*XSAMPSP)
10 CONTINUE

The FORTRAN variable XMIS is the world coordinate in the X-direction
of the sample data point while (J-l) *XSAMPSP is the world coordinate
in the Y-direction. XSAMPSP is the floating point equivalent of
ISAMPSP.

The statistic, DIF, was determined from the difference of the
q exact value, EXACT, and the O-C value, FEND, or DIF=EXACT-FEND. The

differences squared, DIF2, and the absoluted value of the differences,
DABS, was then determined. Also, two values of maximum difference was
found: the maximum positive difference, DIFMXPS, and the maximum
negative difference, DIFMXNG.

To evaluate the statistics, the differences were first summed.
Round off error can occur when a small value is added to a large sum.
To avoid round off error, the statistics were summed first for a
segment, then for a line, and then for the whole picture.

The statistics for the interpolation region are summed first for
each segment to calculate the segment statistics: the sum of segment
differences, SGSMDF; the sum of segment differences squared, SGSMDF2;
the sum of the absolute value of the segment differences, SGSMA; and
the counter for the points in a segment, ICNTI. The segment data is
then summed to calculate the line statistics: the sum of the line
differences, SMLND; the sum of line differences squared, SMLND2; the
sum of the absolute value of the line differences, SMLNA; and the
counter for the points in a line, ICNTA. Then the line statistics are
summed to calculate the picture statistics: the sum of the differ-
ences for the picture, SMDIF; the sum of the differences squared for
the picture, SMDIF2; the sum of the absolute value of the differences,
SMABS; and the counter for the total number of points interpolated in
the picture, ICNT.

From the summation of the data, the average difference, the
average of the absolute differences and the RMS (the standard devia-
tion), can be calculated for the segments, the lines, and the picture.
For the segment, these are as follows:

1. The standard deviation, SGRMS
SGRMS=SQRT(SGSMDF2/ICNT1-SGAVG*SGAVG)
where SGAVG=SGSMDF/ICNT1

2. The average of the absolute value of the differences
SGABS=SGSMA/ICNTI.

d

For the line, these are as follows:
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1. The standard deviation, LNRMS
LNRMS=SQRT(SMLND2/ICNTA-LNAVG*LNAVG)

2. The average of the absolute value of the differences
LNDABS=SMLNA/ICNTA.

The statistics of interest for the total picture are

1. The standard deviation, RMS
RMS=SQRT(SMOIF2/ICNT-TOTAVG*TOTAVG)
where TOTAVG=SMDIF/ICNT

2. The average of the absolute value of the differences
DABS=SMABS/ICNT.

Note that the TOTAVG is approximately zero, on the order of 10**(-5).

The O-C routine was tested for accuracy at difference sample
spacings while keeping the number of interpolated points per picture
approximately the same. Two tests were performed to accomplish this,
labeled "Test 1" and "Test 2". Both tests are included in LCOVRCNS.
FOR (i.e., Appendix GB). The lines corresponding to the first method
of testing are labeled "Test 1" and the second, "Test 2". Test 1 or
Test 2 was performed by placing a D in the first character of a line

V1- corresponding to the test not desired.

Test 1 uses a FORTRAN loop of 40 steps where the sample spacing
was varied from approximately 50 to 600. At the beginning, the sample
spacing is calculated as

SAMPSPAC=50/1.064692 !Test 1: 1.0640929=12**1/40.

In the loop,

SAMPSPAC=SAMPSPAC*1.0640929 !TESTI.

The expression 12**(1/40) arises because the sample spacing varies
from 50 to 600 where 600/50=12 in 40 steps for which the intervals
between the steps increase with each successive step. Test 2 uses a
FORTRAN loop of 30 steps where the sample spacing was varied from
approximately 10 to 600. For Test 2, the sernple sapcing is calculated
as

SAMPSPAC=10/1.1462298 !IESI 2: IIVY'4H h'

In the loop,

SAMPSPAC: SAMP.SPAC 1. 146??10- f I

The expression 60()**(1, il) wi ., , tj , ,r 1. ,
from 10 to 60(), 1() l hD ) . . . .
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SPAC has been calculated, the integer value of the sample spacing is
calculated as ISAMPSP=-SAMPSPAC.

It was desired that the variation between two sample spacing
increase as the value of the spacings increased. This enabled more
tests to be run at smaller values of ISAMPSP where the accuracy was
assumed to be better because more sample data points were used. For
Test 1, the sample spacing divided by one-half the period, ISAMPSP/
512, varied from 0.0957 to 1.0966. For Test 2, the sample spacing
divided by one-half the period varied approximately 0.0195 to 1.0215.

The data point density, DPTDEN, was calculated so that the number
of points interpolated remained constant for each test. At the begin-
ning of the routine, the picture width, PICWIT, and the number of
points to be interpolated, POINTS, were entered by the user. These
values were used in the computation of DPTDEN for each step as follows

SQRPTS=SQRT(POINTS) !CALCULATION OF DPTDEN ENSURES A
IPICSMP=-PICWIT*DPAC !CONSTANT NUMBER OF INTERPOLATED
IF(IPICSMP.LE.2) GOTO 400 !POINTS FOR EACH STEP

!REQUIRED DATA BASE NOT AVAILABLE
DENOM=IPICSMP-2
DPTDEN=SQRPTS/DENOM

Each time the loop is started, new values for SAMPSPAC, ISAMPSP, and
DPTDEN are calculated.

Because 12 adjacent points are needed for interpolation, PICWIT
must contain at least three divisions of width ISAMPSP. A check is
provided such that

IPICSMP=PICWIT*DPAC
IF(IPICSMP.LE.2) GOTO 400

400 STOP

For a given PICWIT and COUNT, the OPTDEN may be less than one.
This means that some patches may have no interior points interpolated.
Since the purpose of this routine is data base reduction, the case of
DPTDEN less than one is not considered. For DPTOEN less than one,
some data points might be stored but not used in the interpolation of
interior points. A check is provided for this case.

IF(DPTDEN. LT.1)THEN
TYPE*, -ROUTINE IS INVALID FOR DPTDEN < 1-
GOTO 210

210 CONTINUE -
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The O-C routine was tested for

PICWIT=7200, NUMBER OF POINTS=.25 MILLION
PICWIT=2048, NUMBER OF POINTS=.25 MILLION
PICWIT=2048, NUMBER OF POINTS=1000.

The results are found in Tables N-1 through N-3. The first lists the
errors corresponding to the sample spacing and the data point density:
ISAMPSP, DPTDEN, DIFMXPS, DIFMXNG, RMS/127 and DAVG. Note the RMS is
normalized by dividing by the maximum value of the test function which
is 127. The number of points equal to .25 MILLION was chosen to get a
sufficiently large sample. One run of only 1000 points was included
for comparison. Since one period of the function is 1024, a picture
width of 7200 includes seven periods and a width of 2048 includes two
periods.

The accuracy of the interpolation is a function of the sample
spacing. The value of DPTDEN, by definition in the test runs, ensures
that the total number of interpolated points will remain constant for
a given value of ISAMPSP. The larger the sample. spacing the smaller
the data base required. Use of the O-C routine allows for data base
reduction but with a finite error in the interpolated values for the
points. This error must be within the tolerated error of the specific
application of the routine.

Note in the .table of data for PICWIT=2048 and the approximate
number of points interpolated equal to 1000, the value for the RMS/127
increases with the sample spacing until ISAMPSP=322. This inconsis-
tency does not occur until the 'ast value of ISAMPSP when PICWIT=2048
and the number of points is equal to .25 million. The inconsistency
of the RMS occurs when the maximum positive and negative differences
vary significantly. Since this test function is sinusiodal, it has
equal positive and negative values over a period. Interpolation of a
period of the function results in approximately equal maximum positive
differences, DIFMXPS, and maximum negative differences, DIFMXNG. The
function, however, may not be evenly interpolated over a period
because the sample spacing is too large. Remember that an area the
width of ISAMPSP and the length of PICWIT is not interpolated along
each axis. A large sample spacing would require that a large area not
be interpolated so that the sample data array will be available.
Therefore, a good representation of a period would not have been
interpolated. As a result, the maximum positive and negative differ-
ences are not approximately equal. Also, if the data point density is
large, a period may not be interpolated evenly.

The results of the interpolation of a surface using the
Overhauser-Coons Function was compared to the results using a straight
line approximation. The straight line approximation assumes a

.,.+. straight line between given sample data points and interpolates the
height along the line for the interior of the patch. To interpolate
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TABLE N-1. O-C INTERPOLATION WITH PICWIT=7200*

ISMAPSP DPTDEN DIFMXPS DIFMXNG R4S/127 DAVG

49 3'4722 0.1501 0.1495 0.0004013 0.0400
53 3.7594 0.1812 0.1807 0.0005019 0.0501
56 3.9683 0.2123 0.2120 0.0005890 0.0591
60 4.2373 0.2545 0.2476 0.0007212 0.0718
64 4.5455 0.2950 0.2950 0.0008757 0.0880
68 4.8544 0.3587 0.3571 0.0010524 0.1060
72 5.1020 0.4227 0.4217 0.0012539 0.1265
77 5.4945 0.5092 0.5082 0.0015479 0.1564
82 5.8824 0.6163 0.6168 0.0018890 0.1909
87 6.2500 0.7402 0.7308 0.0022831 0.2306
93 6.6667 0.9035 0.8994 0.0028311 0.2854
98 7.0423 1.0788 1.0786 0.0033593 0.3375

105 7.5758 1.3523 1.3491 0.0042180 0.4248
112 8.0645 1.6831 1.6818 0.0052245 0.5255
119 8.6207 2.0825 2.0819 0.0064009 0.6439
126 9.0909 2.5688 2.5669 0.0077564 0.7793
135 9.8039 3.3287 3.3269 0.0097933 0.9811
143 10.4167 4.1318 4.1309 0.0118981 1.1867
152 11.1111 5.1591 5.1588 0.0146192 1.4537
162 11.9048 6.5545 6.5253 0.0180936 1.7939
173 12.8205 8.3122 8.3111 0.0224413 2.2088
184 13.5135 10.2923 10.3609 0.0278598 2.7402
196 14.7059 12.9132 12.8581 0.0337104 3.3156
208 15.6250 15.9472 15.1415 0.0409930 4.0204
221 16.6667 19.5749 19.5167 0.0497849 4.8859
236 17.8571 24.1780 24.0867 0.0612823 6.0408
251 19.2308 29.7601 29.7349 0.0738485 7.0595
267 20.8333 35.9613 35.9448 0.0903933 8.8995
284 21. 7391 43. 5116 43.4260 0.1068842 10. 3175
302 23.8095 51. 8541 51. 1767 0. 1302255 12.7202
322 25.0000 61.5244 61.1060 0.1509459 14.7113
342 26.3158 59.3524 56.9323 0. 1774788 16.4165
364 29.4118 82.7326 82.3238 0.2172158 21.4628
388 31.2500 94.2486 94.0499 0.2507326 24.9101
413 33.3333 105.1786 99.6477 0.2873450 28.7446

* 439 35.7143 111.9790 111.7547 0.3306687 33.2256
467 38.4615 122.1083 120.9100 0.3834579 39.1429

* 497 41.6667 126.0886 125.7895 0.4452635 46.7764
529 45.4545 133.5335 132.7111 0.4727468 49.9488
563 50.0000 154.8192 154.2198 0.4934835 50.8588

*The approximate number of interpolated points is 0.25 million
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TABLE N-2. O-C INTERPOLATION WITH PICWIT=2048*

ISMAPSP DPTDEN DIFMXPS DIFMXNG RMS/127 DAVG

10 2.4752 0.0045 0.0045 0.0000092 0.0008
11 2.7174 0.0055 0.0055 0.0000113 0.0010
13 3.2258 0.0077 0.0077 0.0000160 0.0014
15 3.7313 0.0104 0.0103 0.0000218 0.0020
17 4.2373 0.0134 0.0134 0.0000286 0.0026
19 4.7619 0.0171 0.0170 0.0000366 0.0034
22 5.4945 0.0232 0.0231 0.0000513 0.0048
25 6.3291 0.0309 0.0308 0.0000689 0.0094
29 7.3529 0.0430 0.0429 0.0000990 0.0143
34 8.6207 0.0616 0.0614 0.0001483 0.0143
39 10.0000 0.0840 0.0840 0.0002118 0.0205
44 11.3636 0.1146 0.1139 0.0002954 0.0291
51 13.1579 0.1640 0.1634 0.0004491 0.0447
58 15.1515 0.2328 0.2327 0.0006555 0.0656
67 17.8571 0.3440 0.3424 0.0010183 0.1026
77 20.8333 0.5130 0.5090 0.0015795 0.1600
88 23.8095 0.7678 0.7658 0.0024339 0.2471
101 27.7778 1.1898 1.1893 0.0038489 0.3928
116 33.3333 1.9046 1.8925 0.0061084 0. 9893
133 38.4615 3.1464 3.1460 0.0097649 0.9893
153 45.4545 5.2805 5.2523 0.0156466 1.5673
175 55.5556 8.6817 8.6435 0.0234878 2.3688
201 62.5000 13.8902 13.1254 0.0384678 3.7019
230 83.3333 22.2807 21.8251 0.0547172 4.9317
264 100.0000 24.9628 23.2969 0.0824098 9.0863
303 125.0000 52.1643 45.6776 0.1278739 12.1058
347 166.6667 63.9731 57.7080 0.1945773 18.3542
398 166.6667 66.7295 52.5033 0.1878833 18.8707
456 250.0000 104.5176 92.5886 0.3884520 41.1434
523 500.0000 126.8260 17.8727 0.3051477 49.4079

*The approximate number of interpolated points is 0.25 million
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TABLE N-3. O-C INTERPOLATION WITH PICWIT=2048*

ISMAPSP OPTOEN DIFMXPS DIFMXNG RMS/127 DAVG

64 1.0541 0.2926 0.2590 0.0008768 0.0880
68 1.1294 0.2373 0.2273 0.0006796 0.0689
72 1.2163 0.4221 0.4098 0.0012742 0.1277
77 1.3176 0.5019 0.4913 0.0015703 0.1610
82 1.4374 0.5966 0.5889 0.0019384 0.1935
87 1.5058 0.7402 0.7366 0.0022462 0.2225
93 1.5811 0.8962 0.8974 0.0029552 0.2966
98 1.7568 1.0282 1.0298 0.0035742 0.3751
105 1.8702 1.3332 1.3098 0.0043543 0.4530
112 1.9764 1.6409 1.6388 0.0051836 0.5231
119 2.1082 2.0749 2.0756 0.0070340 0.7244
126 2.2588 2.5602 2.5580 0.0079665 0.7801
135 2.4325 3.3126 3.2988 0.0102512 1.0333
143 2.6352 4.1099 3.9966 0.0124111 1.2324
152 2.8748 5.0344 4.9714 0.0151267 1.5355
162 3.1623 6.3543 6.2601 0.0188205 1.8634
173 3.5136 8.2493 8.1369 0.0222858 2.2827
184 3.5136 96853 9.6950 0.0290915 2.8322
196 3.9528 12.4831 10.8476 0.0340630 33775
208 4.5175 14.6375 14.5238 0.0394553 3.7340
221 4.5175 19.4778 17.8292 0.0502152 4.9720
236 5.2705 24.1607 22.4294 0.0589800 5.4024251 5.2705 19.8725 18.7292 0.0737056 g,3514

267 6.3246 27.6182 25.7433 0.0850510 9.2224
284 6.3246 42.1395 40.0836 0.0982114 8.8699
302 7.9057 51.3623 45.4790 0.1274953 12.0538
322 7.9057 57.8143 36.8851 0.1290846 12.5800342 10.5409 55.3536 54.8264 0.1844455 17.3461

364 10.5409 82.7272 58.7527 0.2102028 20.4021388 10.5409 78.4418 53.5184 0.1974677 19.5804
413 15.8114 52.3859 42.0549 0.1592090 15.3632
439 15.8114 85.8550 69.2740 0.2895007 30.4893
467 15.8114 113.2244 105.9467 0.4381936 46.0463-
497 15.8114 125.4555 125.1960 0.5024350 52.1929
529- 31.6228 126.6752 24.8862 0.3201352 48.1689
563 31.6228 127.4397 79.3752 0.4397611 .52.8839

*The appro ,ximate number of interpolated points is 1000.

E
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the interior of a patch by the Straight Line Approximation, only the
heights at the four corners of the patch are needed, Z1, Z2, Z3, and
Z4. The data base for the straight line approximation is the same as
for the O-C Function, a sample data array of the surface in the form
of a grid. The definitions of the incremental distances TX and TY and
the width of the patch, ISAMPSP, are the same as the O-C routine.
Using these definitions, the function Z(X,Y) for the Straight Line
interpolation is

Z(X,Y)=ZI+TX(Z2-Z1)/ISAMPSP+TY(Z3-Z1)/ISAMPSP

+(TX)(TY)[(Z4+Z3)-(Z2+Z1)]/ISAMPSP2  (N-9)

The FORTRAN listing of the Straight Line Approximation Routine,
LCSTRAIT.FOR, is in Appendix GC. All of the variables used in the O-C
routine have the same meaning in the Straight Line Approximation
Routine. The order of computation and the calculation of the error
are also the same.

The Straight Line Approximation does not have equations for the
boundary lines Cn(X) or Cn(Y). Therefore, the subroutine in the
Straight Line Approximation (SLA) is different from the subroutines in
the O-C routine. Subroutine PITCH of the SLA assigns the values of
the array SAMPT to Z1, Z2, Z3, and Z4, according to the index of the
point, as in subroutine PTCHNG. Subroutine PITCH performs addition
and subtration on the height at the corners to produce

CI=Z2-Z1
C2=Z3-Z1
C3=Z4-Z3-Z2+Z1

The FORTRAN code for the Straight Line Approximation is

FEND=Z1+TX*C1/ISAMPSP+TY*C2/ISAMPSP+TX*TY*C3/ISAMP2

where

ISAMP2=ISAMPSP*ISAMPSP.

The Straight Line Approximation was tested in the same manner as
the O-C routine.

The results of the rms (i.e., root of the mean of the squares)
elevation error versus the sample spacing of the test function are
plotted in Figure N-9 for PICWIT=7200 and the number of interpolated
points equal to 0.25 million. The data was produced by Test 1 for 40
steps. The rms error is normalized by dividing by the maximum height
of the test function, 127. The sample spacing is divided by one half
the period where the period of the test function is 1024. This
normalized the sample space to the Nyquist rate. Figure N-9 is a plot
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TABLE N-4. O-C AND S-L INTERPOLATION COMPARISON I*

ISMAPSP/512 (O-C)RMS/127 (S-L)RMS/127

0.0957 0.0004013 0.0079639
0.1035 0.0005019 0.0093148
0.1094 0.0005890 0.0102789
0.1172 0.0007212 0.0118682
0.1250 0.0008757 0.0135461
0.1328 0.0010524 0.0153270
0.1406 0.0012539 0.0170596
0.1504 0.0015479 0.0195759
0.1602 0.0018890 0.0221940
0.1699 0.0022831 0.0249310
0.1816 0.0028311 0.0283858
0.1914 0.0033593 0.0314973
0.2051 0.0042180 0.0360472
0.2188 0.0052245 0.0408470
0.2324 0.0064009 0.0459282
0.2461 0.0077564 0.0512588
0.2637 0.0097933 0.0584865
0.2793 0.0118981 0.0651952
0.2969 0.0146192 0.0730509
0.3164 0.0180936 0.0820243
0. 3379 0.0224413 0.0929381
0.3594 0.0278598 0.1038275
0.3828 0.0337104 0.1139896
0.4063 0.0409930 0.1265628
0.4316 0.0497849 0.1401669
0.4609 0.0612823 0.1563502
0.4902 0.0738485 0.1720698
0.5215 0.0903933 0.1922699
0.5547 0.1068842 0.2087045
0.5898 0.1302255 0.2330021
0.6289 0.1509459 0.2490599
0.6680 0.1774788 0.2714307
0.7190 0.2172158 0.3057964
0.7578 0.2507326 0.3288822
0.8066 0.2783450 0.3531354
0.8574 0.3306687 0.3821282
0.9121 0.3835679 0.4175627
0.9707 0.4452635 0.4586033
1.0332 0.4727468 0.4698608
1.0996 0.4934835 0.4754561

*PICWIT=7200, total interpolations=0. 25 million
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of RMS/127 vs. ISAMPSP/512. The values that are plotted in Figure N-9
are tabulated in Table N-4. The plot for the Straight Line

Approximation shows greater normalized rms error and therefore more

error than the plot for the Overhauser-Coons Function. The normalized

rms as a function of the sample spacing divided by one-half the period

can be estimated by extrapolating the lines connecting the plotted

data to determine the slopes. The Straight Line Interpolation error

may be approximated as the normalized RMS, say NRMS is

NRMS-ISAMPSP/(PERIOD/2)]2 (N-10)

Times Nyquist Rate

10 5 2.5 1

10-
1

rms
Elevation

Error
127 10

' il 'Straight Overhauser-Coons

6
O.25x10 test points
PICWIT = 7200

10-4

101 0.2 0.4 1

Patch Size/Half Period

Figure N-9. Plot of RMS Divided by Maximum Height of Test
Function, 127 vs. the Sample Spacing Divided
by One-Half the Period, 512, for 0.25 Million
Interpolated Points by Overhauser-Coons and
Straight Line Approximation.
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TABLE N-5. 0-C AND S-I INTERPOLATION COMPARISON II*

ISMAPSP/512 (O-C)RMS/127 (5- L)RMS1127

0.0195 0.0000092 0.0003335
0.0215 0.0000113 0.0004029
0.0254 0.0000160 0.0005649
0.0293 0.0000218 0.0007538
0.0332 0.0000286 0.0009699
0.0371 0. 0000366 0.0012176
0. 0430 0. 0000513 0. 0016266
0.0488 0.0000689 0. 0021259
0.0566 0.0000990 0. 0028640
0. 0664 0. 0001483 0. 0039334
0. 0762 0.0002118 0. 0051861
0.0859 0.0002954 0.0066749
0. 0996 0.0004491 0.0089493
0.1133 0. 0006555 0.0116582

0. 3090. 0010183 0.0156843
0. 1504 0. 0015795 0. 0207622
0. 1719 0. 0024339 0. 0270615
0. 1973 0.0038489 0.0356075
0. 2266 0.0061084 0.0462589
0. 2598 0.0097649 0. 0603879
0.2988 0.0156466 0.0779049
0. 3418 0.0234878 0.0945775
.0.3926 0.0384678 0. 1250140
0. 4492 0. 0547172 0. 1454254
0.5156 0. 0827098 0. 1793533
0. 5918 0. 1278739 0.2286545
0. 6777 0. 1945773 0. 2896061
0. 7773 0. 1878833 0. 2552577
0.8906 0.3884520 0.4268898
1. 0215 0. 3051477 0. 3049439

*PICWIT7200, total interpolatlons0. 25 .111lion
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Times Nyquist Rate

50 25 12.5 5
10-

rms Line
Elevation Slope - 2
Error
127 10-

10-4
/6

J 0.25x106 test points

10 - 5

2.10-2 0.04 0.08 2-10-1

Patch Size/Half Period

Figure N-10. Plot of RMS/127 vs. ISAMPSP/512 for PICWIT=2048.00
and Points 0.25 Million for the Overhauser-Coon's
and the Straight Line Approximation.

For the Overhauser-Coons Bicubic Patch Function,

NRMS-[(ISAMPSP/(PERIOD/2)]3" 3

Figure N-10 is a plot for a picture width of 2048 and the number
of points interpolated equal to 0.25 million. The data was produced
by Test 2 for 30 steps. The data is also tabulated in Table N-5.
Considering a straight line connecting the plotted values, the slopes
of the lines result in an equation for the normalized RMS of the
Straight Line Interpolation which is the same as above. For the
Overhauser-Coons Function,

NRMS-[ISAMPSP/(PERIOD/2)]3 "5
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APPENDIX 0

DEVELOPMENT OF VARIABLE INCREMENTS ALONG SCAN LINES

Problem: Determine the largest increment along a scan line which
still guarantees attaining fixed resolution.

Solution: Fixed resolution means the angle, a, subtended by a world
point or region at the eye remains constant.

a = Ar/R

a is the linear dimension guaranteeing this resolution.

R is the range from the eye to the point.

So Ar is the largest increment which still guarantees fixed resolu-

tion.

- . Problem: Determine a sequence of increments, limited by the number
of bits defining the incriment's precision, which maintains
overall accuracy and eliminates round-off by being exact at
hierarchy level boundaries.

Solution: Figure 0-1 illustrates a sequence of increments from R to
2R, the boundaries between three neighboring hierarchy
levels.

ilII I

R Ari  2R

Figure 0-1. Scan Line Increment Ari in the Hierarchy Level Bounded

between R and 2R.

The sum of the increments must be R. If one normalizes the first of
the p increments to approximately 1/a then

p-1
R I Ar. (0-1)

i=O

but
: , i-1

7 . Ari =aR + al Ar. (0-2)
1.j0=O
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so

p-1
R = aRl (1 + a) (0-3)

i=O
and

2 = (1 + a)p  
(0-4)

Hence, the normalized increments are 1, 1 + a, (1 + a)2,

(1 + o p-1

Equation 0-4 yields the exact relation between a and p. Since a
< 1/500, Equation 0-4 can be accurately approximated as

in 2 - ap (0-5)

Equation 0-4 shows that p 2 ln2/a if one is going to maintain the
lower bound resolution, a, established by the specified display reso-
lution accuracy divided by the number of ground points being averaged
per pixel length. The initial analyses of REAL SCAN assume display
resolution is 1/512 avid 4 points per pixel area so a = 1/1024.

It is desirable to consider

Ari = Ni.F i  (0-6)

where

N. is the integer portion of the increment

F. is the base 2 fraction of the increment

Since this form clearly identifies the finite precision of an incre-
ment and relates it to a computer's resolution.

The current version of REAL SCAN sets hierarchy levels on
integers, based on the resolution. Table 0-1 illustrates the level,
its range, the increment within the level, and the number of incre-
ments per level.
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TABLE 0-1. W'ERARCHY LEVEL PARAMETERS

Nearest Number of
Level Approach Increment Increments R 2R

0 1024 1 2048 0 2048

1 2048 2 1024 2048 4096

2 4096 4 1024 4096 8192

3 8192 8 1024 8192 16384

4 16384 16 1024 16384 32768

n 1024-2n  2n  1024 10242 n  
1024 2n+1

The solution to the problem posed in this Appendix would yield
hierarchy level parameters of the form illustrated in Table 0-2.
Table 0-2 indicates a level 0' directly below the eye where all incre-
ments are at the resolution limit. The increment in all other levels
ranges from 1 to 2 as give by Equations 0-4, 0-5, and 0-6. The
minimum number of increments is In2/a, but since Equation 0-6 defines
a limited precision computer, the actual number of increments will
slightly exceed 1n2/a for guaranteed resolution, or slightly under-
shoot n2/o for simplicity with judged acceptable picture quality.

TABLE 0-2. IMPROVED HIERARCHY LEVEL PARAMETERS

Nearest Number of
Level Approach Increment Increments R 2R

0 1024 1 1024 0 1024

0 1024 1 to 2 1024.1n2 1024 2048

1 2048 2 to 4 1024.1n2 2048 4096

2 4096 4 to 8 1024.1n2 4096 8192

3 8192 8 to 16 1024-1n2 8192 16384

.- n 10242 n 2 to 2 n1 1024n2 10242 10242
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Let us define the total number of increments as Q and allow them

to be separated into k segments of q increments each, then

Q = kq ln2/a (0-7)

The increment in segment i, (1 5 i 5 k) is therefore

(1 + i-I Ari  (0-8)

with

Ar 1 and Arq 2.

Equation0-8 leads to the condition

k k •
q Ar. = qI (1+P) =1/a (0-9)

i=1 1

If the condition for maintaining accuracy at hierarchy level
boundaries is to be satisfied, then the following numbers must be
integers: 1/a, k, and q. Hence, Equations 0-6 and 0-9 show that

q-2-n (INi.Fi)-2n = 1/a (0-10)

where Ni.Fi-2 n is an integer.

For a 512*512 screen having at least 4 ground points per pixel, 1/a =
210 and Equation 0-10 shows both q and the Equation 0-10 pseudo frac-
tion sum must be powers of 2. If q = 2, the Equation 0-7 yields

k 2 210mln2 (0-11)

Table 0-3 illustrates integer values which satisfy Equation 0-11.
The first four entries in Table 0-3 indicate that one can use a few
segments and therefore a few unique increments, or one can use a
larger number of segments. The larger the number of segments the
larger the number of bits required to represent the pseudo fraction.
A resolution of about two points per pixel for 512*512 pixels can be
achieved with a four-bit fraction having each fraction repeated 64
times.

The next four entries in Table 0-3 indicate that one can use a
number of points per segments which is not a power of two, if the
resolution is given by an integer having other factors. Hence, a four

* bit fraction can represent the 14 segments where each fraction is
repeated 50 times to make the 700 increments totaling a normalized
length of 1000, the inverse resolution.
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TABLE 0-3. SCAN LINE PARAMETERS ACHIEVING A SPECIFIED
RESOLUTION WITH A GUARANTEED UPPER BOUND
ON THE NUMBER OF TEST POINTS ALONG THE
SCAN LINE

q k Q ln2/a
Points per Number of Total Resolution Specified
Segment Segments Test Points Test Points Resolution

64 11 704 709.78 1/1024
16 44 704 709.78 1/1024
16 45 720 709.78 1/1024
32 23 736 709.78 1/1024

25 28 700 693.15 1/1000
50 14 700 693.15 1/1000
10 70 700 693.15 1/1000
40 17 680 693.15 1/1000

64 -7 448 443.61 1/640
16 28 448 443.61 1/640
20 22 440 443.61 1/640

V- 20 23 460 443.61 1/640

32 11 352 354.89 1/512
16 22 352 354.89 1/512
16 23 368 354.89 1/512
64 6 384 354.89 1/512

Table 0-4 illustrates various finite resolution solutions to the
first entry in Table 0-3. The 11 segments have values ranging from 1
to 2 for 3 bit fractinal accuracy and values ranging from 67/64 to
125/64 for 6 bit fractional accuracy.

This Appendix has shown that the use of a pseudo fractional
increment in ground coordiates can achieve absolute accuracy (i.e.,
elimination of accumulative round-off) and reduce the computatinal
load about 30% compared to the current REAL SCAN algorithms.
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TABLE 0-4. SAMPLE 3 BIT, 4 BIT, AND 6 BIT SCAN LINE PSEUDO FRACTION

Exact 3 Bit 4 Bit 6 Bit
Increment Scaled Scaled Scaled

1. 040657 8 17 67
1.108343 9 18 71
1. 180431 9 19 76

-; 1.257207 10 20 80
1.338977 11 21 86
1. 426066 11 23 91
1.518819 12 24 97
1.617604 13 26 104
1. 722815 14 28 110
1. 834869 15 29 117
1.954211 16 31 125

I-o-
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APPENDIX AA

DICOMED START-UP PROCEDURE

Read the "Operation and Programming Manual" for the DICOMED
before attempting this start-up routine.

1. Turn the key on the upper left front panel of the DICOMED to
the ON position. The DICOMED is now in the operating mode.
The following front panel lights should be lit:

Input: 8-bit
Output: Normal, Log
Resolution: High
Filter: Neutral
Control: Operate

If no lights have come on, check the main power switch located on the
lower rear of the DICOMED chassis. Be sure it is in the ON position.
If there are still no lights on, contact Mr. Jerry Diddle in N-74.

2. Loosen the two thumbscrews on the lower front panel and lower
it until it stops. This exposes, from left to right, the
high voltage switch, a signed three digit display, the
exposure trim knob, the exposure calibration button, two test
select knobs (S1 and S2), auxiliary inputs, and the prime
mode button.

A. Press the exposure calibration button. It may not light
immediately (1-2 second delay). The exposure calibration
works in conjunction with the exposure knob on the upper
front panel. The exposure calibration for commonly used
films are given in Table AA-1. The exposure calibration
is the significant value. The exposure value is a
suggested value. Adjust upper front panel exposure knob
for desired film. Adjust lower panel exposure trim knob
until the signed three-digit display shows the desired
exposure trim value. The exposure is now calibrated.
Press the exposure calibration button again and the light
will go out.

B. Switch the high voltage on. If the high voltage is not
on, the film will not be exposed. To prolong the time
between major adjustments, turn the high voltage off for
-5 minutes after every 30-40 minutes of operation.
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TABLE AA-1. EXPOSURE CALIBRATION

FILM ASA EXPOSURE EXPOSURE CALIBRATION
TOP PANEL LOWER PANEL

POLAROID
TYPE 52 400 4.6 +.063
TYPE 59 80 10.45 +.400

ECN 5247 100 10.45 +.400

EKTACHROME
200 200 4.25 +.150

KODAK
PLUS-X PAN 125 4.25 +.132

C. Now, select the type of film magazine you wishto use.
The Polaroid magazine is usually mounted on the DICOMED.
The magazine is located under the hood at the top of the
DICOMED. If you wish to use the 35mm canister refer to
page 12 of the "Operation and Programming Manual" for
installation procedures. Pages 11-13 of the "Operation
and Programming Manual" describe the loading of film for
both .types of film.
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APPFNDIX A

VIC(IrAF I)RTVFR RnUTINLS

Appendlces AC throunh AV oresents our understanding of the
function of each of tne Dicomed ariver routines. Each sec-
tion of this apoendix contains one of Jeff Rubin's Subrou-
tines. Each sibroutinp has a brief descriotlon of its our.
pose, what other subroutines call it, and wnat other subrou-
tines it calls, and what system functions it uses..

Two functions have been used in these subroutines that
are not standari FfnPTRAN functions, but VAX FORTRAN funC.
tions. First, is the ,Isel of continutation indicators. In
the "VAX-li FORTRAN [V-PLUS Lanauaoe Reference Manual", PaqP
1-7, Section 1.1.4 entitled 'continutation fields', these
indicators are defined As "A continuation indicator is jnv
character, except zero, or space, in column 6 of a FORTRAN
line or any ligit, except zero, after the first tab". This

r ; Is used extentsivelv in Riuoin's subroutines. Secondly, is
the INCLUDE statement, which is detinel as a statement tnat
soecifies "that tho contents of a deslonatel file are to be
incorporated in the F'ORTRAJ compoilation directly followin7
the T'4Ct)E statement". This Is detailed on oage 1-9, S0ec-
tion 1.5 of the "VAXY-1 FORTRA4 TV-PLUS Iangumoe Reference
Manual" Jeff Rubti aeneratel the Oicoved iriver routines in
1979. Tiere nas never been any fornal documentation re.
ceived about the routines. This appendix defines the func.
tion of each routine.

DEFITTTONS OJF SYSTFM SERVICES USED

The 01compi routines use several system services Pro-
videl oy the VAX i1/7RO. The definitions are given here.
The definitions opre obtained from tne "VAXII Software Hand-
book". rhe Pale numher after tne definition refers to the"VAXII Softoare H~nloook".

SYS$ASSIGA=ASSI,1 1/) CANJEL .:="proviles A device with an
T/3 channel so that Inout/output oneratlons can be performel
on the device..." P.Int
SYSSrORCEX=fORCKE I.%=ca!uses an exit froT the specifiei

* Process, *.111
SYS$$S.TIMR=Srr rliER.:"allows a orocess to schedule the set-
tino of in event flan". rhe time may De ahsolute or delta.

'I P.116
. - SVSS'j)Px.1 dF 1/3 R FESr::"initiates an inout or output op-
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eration by quellinq a request to a channel associated with
toe specific .JevIce". Here the device is the ficomed and
its levice namte Is IJZAO:. p.102
SYSS2IOWZQUEUE 1/0 RE()UFST AND WAIT FODR EVENT FLAG:= "used
when a orogram must wait for 1/0 comoletion". P-102
SYS$OAXTT)R=WAIT FOR SINGLEC EVENT FLAG:="tests a specific
event flag and returns immediately, It the event flaq Is
set, Otherwise, the process Is Placed In a wait state until
the event flaq is set". n.94.
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START

INCLUDE DICOMED COMMON
BLOCKS AND DATA

DEFINITIONS

INITIALIZE' VARIABLES

ASSIGN 1/O CHANNEL

INPUT PARAMETERS

STAND ALONE STAND SUBROUTINE
- ALONE OR
~SUBROUTINE?

* ES

E A DATA FILE?"

READ DATA B

Figure AB-la. General Flowchart of DICOMED Picture Generation Routines.
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B

YES FIS NO

ANDISED

SIELCT

FFILLED- MISSED
ZL. PIXELS

SOFWAR
SET UP OFV

~SELECT
FILTER

COLOR
*FILTER

SET THE HORIZONTAL AND
VERTICAL OFFSETS
*D47POS AND D47CMD

6I *SUBROUTINE THAT
C PERFORMS FUNCTION

Figure AB-ib. DICOMED Picture Generation Routines.
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wC

CHECK BUFFER
STATUS
*VDINIT

READY ONE LINE OF INPTD

YES

OUTPUT ONE LINE TO
DICOMED
*VIDOUT

PICTURE? *SUBROUTINE THAT
PERFORMS FUNCTION

YES

Figure AB-ic. DIC0NED Picture Generation Routines.
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D

NO ADVANCE FILM
BEFORE THE
NEXT FRAME
*FILADV

YOUBROANTE THA

PERFORMS FUNCTION

Figure AB-id. DICOMED Picture Generation Routines.
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SPiJFRllTINE AST 4,91.FOR

AST Is caJled hy! (147JUf
AST calls: ;-)47(n(rr, ERR

* System functions ~i~sP-: rnonr

S'J)PRtTTA AST~
C TItS Rfl'Tmg15 I XECUT~f) NHFEVE THE DIC0MEU FINISHES
UUTIPUT TI'JG

*C A LINE.
1,4CIU')F 'C0'IMrON.PFFl
I~iCwInFl IOD.FO)R'
IF'(IOS9(1 ).NF. SSSNORMAL)CALL EtRC1)

C DO 4E NF-En -fO 1);JTPIT AI C)THER CWY OF riv: LIqE?
OPC4IT=DPC'NT-1
IF(COpC%r *LF. O)r,) TLJ 10

CALL. D471UT
RPTUP,I

C NO, WE ARE FI,41SHED WITHq BUV2
10 EBUFRE(2):-l
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APPEND[IX ALU

Bir1o is Called by: r)47rIIT, D47POS, D47STAT
Rirlo calls: EPR
System~ functions used: SYSS(O0

p. SIJPROUT1JF RITH)

VI,4CLUDE 'CnMMON.F'OR'
1 I~1CUULDE '10 F'OR'

ISTJAT=SYSSOIDW(,%VAL(ICHAN),%VAL(TOSSE'9OLE),IOSB,, upI: to ISTAT=SySQT0W( ,%VAlj(ICHAN4) %VAL(I0SSEISEimOUE) ,IOSR,,,,,

TF (Ie3I F'. SSSWASSFI) GOLO IC0
IF(TIoSk (1) NE SSSNJ0PMAL)CAuj rfFRR(2)
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CUJM411 is th~e lat comm~on to almost all Dicomed routines,
C0~4OI is~ Included in: AST, PTTlO, CAMERA, lata manipula.
tion routine, f47c~o, D47,,IC'. D471111, 047POS. f47STAT, Fl-
F.ADV, FILSFr., F11jTFP, OPCHK', PEAr)Y, VOINIP, VTDCLIS, VIDDUT,
VIDSFJT

C '6"0'4MON AREAS ISFDO BY CAMERA STATION~ RjuruN~s
I4PUTCIr IN'rEGER*2 (A-Z)

DlImENST'V. 411F(20l49)

c k 4nti/rA p/ RI'F2(Q192) ,lF(JFsZvJP%-.14
T 4I1J ER*4 fSIIFSZ

1C TiE For.flopJG EQIITVA~jEICE A1fA3OJS US T) ACCFSS Rjr S~YrFS

C SfTK OPRAY AS A 4fOR-ru VAFAJE.
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APPFPr)IX AF

~'J~P)'irJp D47CmD U47CA0.FDP

D47C4i (D47 Co'mnd) h'as tne Job of seninq trme lata word,
ZMSJ,(on~~ f~e)to the nicomed.

D47CAO is calltm1 mv: D47flCK, 1'ILUY, FILSEL, FIL.TER,
VIDCLS, VIDSET
fl47C4r calls: 41T1O, KQ, 0:ADY
System funrctions i~sel. SYSS4,ION

S'IIWn!JrT.-F r'47 -tfl('.v-trkUF
C TITS ROJ.TIMF Air r~C:)MSAdNP Tfl THE DLCDOED

I JrLInrF 'r vn4FR
I JCLUDE 'T0.Fr)Q'

'C C4TCK PEA1Y
CA~r, P'POY

SC4FCK F1T 10 (!,F. IOIEO- PF''rDt
CALL ATT1()

C Sg T BI1T 15 TN THF COM.PII BIF'F'K
C4F):IfP(i3TT15,'C"D4JF)

C SEVJD THI Cfl4AA4fl

I STTSS,~~ ik,. CCIAt %VVAL#( T0wPTE8L 104; , fSCTL

IF 1354~ NOT N~IR!.!A1, THF RF.AfY WAS IYFVER SET

R fv T U P

F)7j!2
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APPENOIX AG

S U'POI TTN I)NE 470UTr L47fJT.FDP

D47ir se-ids ttro iAt.A buffer containing a line of late to

fl47J)UT Is callel1 by: VtDOUT
D47J'JT c~ills: AST, 141T1J., READY
System functions usk-d: Syss~1O

~ r~rs1JRO1 tJFr)47QLJTTJII If2

F4rEP4~AU AST
I-4CLUDF~ 'IO.FOR'

qq P C %'HECK T4E Pg AOY FIT
CALL R4'Dy

C CHECK FRET 10 (I.E. fl[CIJM4, READY)
CALL, ITTiO

CSENOJ( A iljvv'.P

RF~TiIJP ',
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APP .PrIX AH

SIJRROUIJ1F 1)47'fl5 0 47POS.FOR

D47P.)s sends oosttirmn l~ta to trh. Dicomel to allow ranjov

D47PIS is call'I "V: FLE
D47Pis calls: ;1TP FRP, RF.AraY
SYstem functions used: SYSS$JTOA

e SJHRMlIT14, r47Pns(Pr)SJTICH)0
C TH4IS ROUT[INE SEM3 PJSTTII)\ nATA 10 THEF DTC-IMD

I4JCLUDE ~'.FnRE)

C CHECK( RE~ADY eir
CAIjL RF7ADY

C C'IPCK RIT10 (f.I. )TCn,4F!) READY)
CAWI R7,rin

C Sgr") POSITION DATA

1I ,P1STT10T,kVAb(2),DWT2, ,0p0)

IF 118 MT JRFk '4t- A R O
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L

APPFNDIK At

SiJ'3P n I T T'. D47STAr D4 SiAT.FOP)

D47srAT refitest s tho %tat-is ot the i)1conob1.
047srAT is cA11e1 hv: I471CF, FLLAO~v, FILSF.F, VLDCLS
D473TAT calls: VR40 .~, RWAOY
System funrctions ijse-J: sYSso1lni

S'JP;R0"TI4W g,47S1TATCS'ATJS)
C THIIS RflIJTIP, REAUS THE STATUS~ OF NE* ICOmED ANUt N~rLJRNS
C T'iF VAL.JE T'\! r4E PARAWWTF STAr(JS.

IACrAOF PTO.Fri4'
D A IA 4NSK/'7777710/

C~~~ C1Csr A 1r U S =

C 4AKI) SESTF RI1fl Ts AFT 5('.JO SATE O1rJE ISRE

4 STA r,%VAi'(2,Rr),,JI!.r,%VALIS NE4rU)

C REUS~ TUJ! FJ '
'TA r prrn,'(i rnA SE* ),r i(S 14KAS O(N!) 1

9 .1
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APPF2TY AJ

1) AT A RLJC-K = 2 ',n

DE! issiarns octal vailies to varlanles, F~urth'er exolanattom
ot iost of these Assioniments are qiven in Im4AGE PECORDERS,
4oJels D46 an~i 0)47.1 !ipsritlon ana 'ProaramTin3 Manual, .)I
COMED Coorain Paies 17-18.
C DEPFOR
16. ?TIESi DATA VAUUV.S I)P:FI4F TIIF Dollii FtujCrION CODF:S AivO
C jRET1RN VALUFS 'IJSFD r,' THE oTri%1,.D

L)ATA RnY/12u0O'O/ IF
DATA RT1O/'2OO)')/ !-1T 10

DATA qTt~/'10'nD/!~1
DATA 4T21/'4o4'l/

DTA CLPAR/t)/ Letxternal Initialize
DATA Sgii1T/S/ !Seibct Hinhit
DATA Ln/",S/'212ofl !winear steos of lersity
DATA !R~~''')l./Iesolution (see nelow)
ON'TA I1FS r/*Io0")/ !iuefault offset if ;,A(GZ=I
DATA Cqi! 1/231'1,'232'0,2i3'/ !Colors (see nelow)
DATA PjI.j/v23n0/ !Neutral
DATA S01/1/ !Start 3f inpit
PATA fiP-S/'1(I'0/ !Crhanie 4 ortzontal POJbitiin
DATA 4T?/0414')/

D)ATA RP1/f,/
flATA FAnl/'7no'f/ !FILm ALDVance
DATA 1-*'1i1/'342'r/ !End Lif FIIA
DATA Im4T/C)04*n/ !ltmaqe #4aiTina
fDArA 1,FT rm(jf/?/
r)A TA I l~,O'r'/ 4Otomrs DOI RT ty
DATA RFC)/)O04'/ !RECord re~uest
DATA Kfl[/4/ 1!.nd Of Input
nA TA RE: Y/'?))'(/
DATA vr;)s/tt'1n/ !chAnge Vertical P:1Sition
flr% tA e S C /2,
DArA T IFS/',/

RES is defif)pi is f,1ow.s: '1410 is loo; 115'0 is neiium:
11601 is niah. Col. is lefinpl as foliows: 1231'j Is relt

'232D0 is rareem: '247*n Is mlije.
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APPFDIX AK~

DELAY is mait rolitine. The number of secon-ts of delay issent to D'4LAY hy the callinq routine.
DELAY is ca11lpI bV: FILADV, F.LSF2L, FIYTIER, r1pCHK
DELA~Y calls: n1one
System functions ispl: SYSSS:Tl4R, SYSS44ITFP

SUJRRMhJTTI4 !EI.AY(.gcn;fls)
l,4PLJC1T INTFCFR*2 (A-Z)
1'4TEGEiR*4 t)FLTkr),(2, ,0EIAt&(2) , I ,SYSSET1N R
OATA F)PVFrAR1rC/ -l001)000(), -1/
DATA ')ETA(2)/-.1,

C C3J4PUTE THE PwTT TTMF: 4EOJST
I)ELJTA( )=SCC,'JOIS*n)ELTAfl( 1)
T SYSWTTMR( %vAI(4).flO'LrA,,)
IF Nf)~T. T) r,' T 1) 10
C~ALLJ SYSSWAITFP( %VAI,(4))

10 Cr1PIT 1411EJ
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51WIrflhTT4 EOR O-gFt0

KHR outouts an~ error mosw as determinel bv trie callin,
routine. A tenrced exit (SYSs J'RCEX(,#)) Is exiscuted after

* the niessa~je is jiltrnIt.
F 'RR is calleri t V: AST, FITItJ, fl47ZCf, LP47PflS, D475TAT.
F~ILSL
ERR calls: none

1 ~~Sstemn functions usedi: SYSSFOCFA

t0 PRIM'T 4i0
810 FIR4,IAT ('O***rHK. flR11; Is NITC k1~py*;*')

G ') T n 11 )
*20 P~R'~jT 42o)

820 VJH',AFr (*D*** TIF iDJf''ED IS N01' RF.AflY***')

*30 PRIIjT 93o
930 FPAT('***TFPF IS A PRULELO A~TIH SELLECTT'qG THE:

* ~F:I6a'iR***')
100 CAI.,( %YSSF'OQC1X(,,)

F -e D
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J3UiI.'JTjE~ IILA0V FI~LAOV.FOR

rl.An)V (FlILi, A!'VnCp1 ativances 38irpr flu'% Usini a 4 PeriorA-
tion oull-ion~r, accor-liri to Amnerica~n Film Acaemiy Stan.
dards.
P'ILAD'V is Cal1p-i tby: VTI)CLS
FIUADV calls: D47CYhi, 047STAT, !)RAi
System functions 'jse'1: nnne

I 'CUUDF 'Cfl.4'M'Ni . FURJP
IIC!,Ur) IJO.F1lr4'
CALt, n47C~ir(FAFv) !eAUV='200'1

CALL f47STAT(STATIIS)
IF (STATIJS *NF.* FIP.4) RETtjR4 !F3Fm='321

10 CALL. D47Cmf)(Ik'dT) ! I44T=:204'j
CALt, D)47STAT(STATUiS)

;r TO In !kEZO:,D'204'G
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APPE!f)IX V4

S;14Rf1UTTN,. FT1.SP'I, = *L k1. 0

FIILSEL. (F11..tpr s~Erpt) selects the filter to ne used viaF ~D 47CAID, gmiere C')bnR IS the Cn,1Ivmn buffer (CmOBtjF). COLORIs definel as: rrd='2310n, creen=12321:j, blue='733'O,
FILSEt, Is callel hy: FILTFP
FILSEL calls: 14m), 0)47 STAr, DEL~AY, ERR
SYsten functions used: none

51JAROUT14I FI1TsFt. (Ct)LLR)
I 4!~U'F'CflMMOVFO'
4CLUDE O.FlH'

CALL fl47CML)(COLR~o)
CALL DVIAY(5) 5~i seconds

10 CALL D471TAT (STArIIS)
IF (STATUS *Ef4,n .RSArs.r REDY) REIN
CALI, 'R4(3) !Filter selection oronlei
PE1FZ4

.4
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APPE.1r)IX V)

S]mPnOiTIrJF FILTFR F~UTER.FiJN

F'ILTER determIines WhiCtl filter has open reauestel andi serlds
that data to FltSEL. 'Nis sut'rOutifle will also select the
horiZontal ani vertical offsets at '100,1tnO' octal, it M&C~z
equals one. This 1.s not for use with 35mn~! See the sectiol
entitled movies is the main body of thlis report.
FILM~ Is ralli ty: 14ta maniiluati~on routine
FILTER Calls: 047Cmfl, I)47D$, flELAY, F'T(,SFb
System tu',ctions used: nnne

SORROLJTTIE FUTFR
I -JCLUDF 'C0O'Mf'JFOW'
l4CLUI)E 'lfl.FGRP

10 TF(fiUFrRi(?) NE.X0 ) 10 TO 15
C IF 'WJF2 TI; i'T rRE., '.r AND TkY hA1AI

CAI.Ii i) Er1,A Yr?)

C )LUJPkG7J
IF(C-.cr( I IE.3)r-0 P9 30

Cn)tP= C L.( I)
30 MCi FliFU(bCrIL())

CkrjrL 04VCM-10CLFAR)
CNLr ')47C"1P(-1r)T)

CALL D47r'Mn UPOS0)

R ET 1) P N4

14S /34 S



'JAVTRAEIJ'1TJ'CENi AO-!3-OO1'-2

APPE2NnIX AP

Cfl'VJP - ML:JCK 2 I,FJ

TO1 (Ifnut/lutput) is a co.iTon block for all thie routines
trhat Use IT'), or system 19s.
TO is incluled in: AST, .-TTIO, CA'AERA, d~ta '"aniPulation
routine, D47C~Am), fl47rjCK, 0470U'r, 147191S, PCISTAT, FILADV.
7IUSEfL, FCILTER, ' KAfY, VI")C[,S, VTOSET.

'4 C IO.FDR
S1'440N ARFAS 11SEDI 6Y CAMER~A SrAITJN NG~rsu~ih r

r"4lq/r4ANNi,/1C'fA's, IflSF(4) , LcrAr,.JSFC,NrRlIFS, 4C4AN
iriP iC'HAN,ISA, $loSSSIYSRMX

1 1 X CH A'4 vI WC 4 AV

2 '9ITI1,R RDADlvnl .TRCUS 1,T
C D~FINE~ FJNCT1f)4 C90)IS ANf) PETuR~i VALUES

PAR A'M T -'
I T')SPFADrLiK z'21PA,
2 I's'WqRT:uLL '0 ,

4 T )SWRIMIF='2*'
5 11SSjSFM'JDE '1X
6 SSSNlRM.Ab 11

2 fIPEAOVMK =031PA,
3 ~ SS~A.SSFT '0'
4 ios.:ARr~rr,j :1u00x
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S;JiF r~P: )PCRK *JPCHI.FrJR

OPCHIK ((OutPut C.4ecK) Chj C<S tO Ta~e sure all1.3ita nas le ft
the iitn'it ouffers hefore exitina.
3PC4K is callel i V: -iata manipulation rinutirnC
JPCA4K c~lls: 1!WI,1Y, VIDCLS, VII0JT
Systemn fun~ctions jsp-i! nnne

4 SJ13Qn'JTTif-' -PCHK
c trITS RO')JT[IME 1'4KE7S SJP* r,4Ar AE.L ic is 1"nmPLrE1)

BE3~FORE 5.XjTI"V-
iCLUDF 1Cfl',4n1.FJR'

G) tO 2o
0. U10P)'R CIERTAIN CONDThIONQS, 09 AN PFh Tj rH4 AGrAPr-.

C DO 4E HAV A ~J..NT1AT 1 rj1 #N)f~
20 TI(A"RF)(?) EQ~. o~pTO 30
C YES, TS RUFFFR2 AVAjA3LF~?
In JF(RUPFRK(2).N;E. 1)SO TO 15

C -40 591 *ATT
CALL~ [WLAVC2)
G ) TO I~)

C BIJF2 IS AVATLA4LI., SO PRFPARF TU f)(Jf,'[

CAW, VTD10tT
G TO 20

C 4AS THP LAST -iJFF'R -RITF2 IF'F" COAPL.fEri?
30 1~PI~~~ N: ))-'f TO 35
C N.), SO 4AIT A*l') TPY AGAT'

CAJL 7OFIAY(2)

35 CAla, VI:)C(,s
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APPKNDIX AK~

S11F4PrJIJTTP1.; R.F'AY RFADY *F'OR

RFAOf CnecKcS tr'a )i~orrel St-ItuS. Tf the stattus is not nor-
M~al, the error messalep "Ihe OIR' Is not res-ly' is sent tro
the ooerators ter'iinal.
READY is called nv: fli7CM~D. 01470CK, D470JUr, U7PS,
D47 STA
RE2ADY calls: EPR
System functions 'jse': sySS )I09

SuBR08JT r qt- PEAI)V
I,4C[,IJDE 'CnOM4~lI.PJRD

1 0 LAnfE 'YO.FOR'

1 ROY,,A5FC,0)
t F (TO50 S 4 1 F~ S s9JA SSl %F1'1TO 10
II IF lA1 ~ SSSOPMAIL) CA1jiL FRP(1)
R TZ ra d R
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APo :NDIX AS

VDINIT (ViDeo TIITialiZe.) initializes th~e video oiutput. rhe
OUtPut bttfers arf crloare1i via VIDOUT.
VOI1J1T 15 Cal11PI hy: late manipulation routine
VDIN rF calls: VI D(1UT
System funtions usel: none

S.JRROJTTF VnINir
I'JCrI'!)P 'CO40.FiR'

C VIDEO0 0/P INITIALTZE.

C IS BUri 1 REIK
10 IF (PUiF'E().4E, )-0 TI 20
C NO, IS !3IJ FQEE . IF NOT" wAIr.
12 IF (PIJFRE(2) *NF. 0) Cn TO 15
C CALL rFL4Y(1)

G )ro 12
15 OINU

CYE.S, CLEAR P'ISSIRLE PEQ)UEST
BUREQ(2 )0
CAL.r, VJTO-31uJ
C;) Tn I-)

C RUF I TS FPE SO RES52
20 t"JFRF(J):=

R~rUJP',!
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V RPOhT I Ej V =)CI V t DC LS F,0R

VIIDCELS (ViA~eo Ce~r Status) sends An E91 (E~nd rnt input) corm-
71 I~ to this ot)Inis'l via !947C~t). It is also CaninlJe of exe.

* cutini a filr aivancoa, if 41A(7 eiuals onie.
VIOCLS is c4,1i1 tv: lpC4x
VIDC[LS calls: 0)17Cjfl, D47SrAT, FIU')V
System functions ise-t: ),ne

I 4CLUDE ' CflMM'4'. F')R'
1.4CbU;)F "laijoIRP
CNr.L 0)4 ?C4D( Fiji)

'ICAilj )47S5?AT(STATiiS)
IF (MA%3Z E1n. 0) -, rn 10
CALL F'IrADV

14r
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APPFIOIX AJ

S;JqPpI1JTI"0E vI'Moor viuUT.P)R

VIDOIT (Vlfleo '),Tout) outoutS a lata outfer to tne OiJcolmel.
VID:)r is c,131p1 by: OPC4K, VnIN~IT, Ama manlipulation~
routirne
VIDOUT calls: -)47r)U T
SYstem~ fun~ctions tised: none

StjR~n!"TI qF VIt)o)ur
I.vCLtlr)F 'C]:imr;\I.P'jH'

SIS tiIF2 FRF' :
JI(Mt'F(2)3.4w e)) -rl T3 1(0

C 44') s5:r HIF2 R _-4

G') T! 5 f()

10 C'] AlT :4 19!
G1 TO 12
rArT, 4A r~4(ATS;T;, 4L1F, NV,F)

BUFREF '77c077)
G') TO 5 1

C D) ilT :)tIhAP T') TAPP.'
C )Vf ~1F.1 T1 RJF'2. TF rLr 'S12 RYi'E5,DiUtbCATE

12 SJFs 7 0

B.JF'S7I5Z,

RJF2 ( -4L'SZ) =:fI1()

4 JFS7=1-19's

50 4 FT 11 F,

4 9 7 3 5



APPP.NDIX AVd

viEDsFT, is cm~i ipi h'v: CA14FPA, da'te iinfioulation routimb
VIDS~r calls: k)47C'Ar,
Syste"n functions sise-,: Mnine

SUJIROflTUJF VTWS r

I ICrLiI') 'CZ)Mn~o i

C A? 'j, d, )47CU1) uCLEAR

CALL fld7C""-4(ISPS)

C4 ,r 4 1"m ( w ( 'o )

C , I*Xb NII

CAW, ) 7%C D -)7,
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APPA*NfIX 4* 0EC-Q[PTJN~

Aooendices RH tthrounne 6C contain the routines thait were used
to test t'ie cana-billties ot the DICOfl 047 I mRie Recorder*
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K APPENDIX BB

RANDOM POSITIONING AND

ARBITRARY POSITIONING TESTS USING RANIM. FOR

The DICOMED allows the option of arbitrary positioning. Arbitrary
positioning allows picture placement anywhere in the DICOMED field.
Two subroutines (D47CMD and D47POS) must be called to alter the start-
ing position from its default location. The default location is
(000,000) octal. To change the starting position:

1. D47CMD gets VPOS, the vertical offset. VPOS is defined as 11

octal in DEF. FOR.

2. D47CMD is passed the vertical offset.

3. D47CMD gets HPOS, the horizontal offset. HPOS is defined as
10 octal in DEF.FOR.

4. D47POS is passed the horizontal offset.
Steps 1 and 2 must be performed in order; likewise for steps 3

and 4. However, steps 3 and 4 may be performed prior to steps 1 and 2
with no difference in the result. RRANIM.FOR (RANdom IMage) is a test
routine which allows one to place a rectangle at any position within
the DICOMED field. The rectangle width and height are input along
with the desired positioning, and the resolution. The lines defining
the rectangle are four picture elements (pixels) wide.

The following is a listing of the Fortran code for RANIM.FOR.

C
C This program is used to place a rectangle of any desired size in
C the DICOMED field. The square and the resolution can be arbitrarily
C positioned by terminal input. The lines on each side of the square
C are four pixels wide.
C This program was written using Jeff Rubin's DICOMED routines and
C Rick Mitchell's revised DICOMED routines. Copies of these routines
C are in the P8734 FORTRAN listing, entitled DICOMED PICTURE
C GENERATION TESTS.
C
C PROGRAM BY: G. BECKER
C DATE: 11 MAR 1981
C PHONE: 677-7621
C LAST REVISION: 2 SEP 1981
C INCLUDE THE DICOMED COPNMON, I/O, AND DATA DEFINITIONS.

. •"INCLUDE "[DICOMED]COMMON.FOR"
INCLUDE "[DICOMED]IO.FOR"
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INCLUDE -CDICOMED)DEF.FOR-
INTEGER*4 SYS$ASSIGN

C C
*C INITIALIZATION FOR BW POLAROID
* C

MAGZ=O
NCOL(1)0O
NCOL(2)0O
BUFREE='77577 '0
BUFREQ=O

C
C INFORMATION INPUT FROM TERMINAL BY USER
C

NE LE=512
NLIN=512
MODE=l
TYPE*, -ENTER THE PICTURE SIZE (NLINNELE)-
ACCEPT*,, NLIN,NELE

C*NOTE: THE HORIZONTAL AND VERTICAL OFFSETS ARE OCTAL VALUES.
TYPE*, -ENTER THE HORIZONTAL AND VERTICAL OFFSET-
READ (5,20) HOFSET, VOFSET

20 FORMAT (203)
TYPE*, -ENTER RESOLUTION'
ACCEPT*, MODE

* C
c ASSIGN THE DR118 TO A CHANNEL
C

ISTAT=SYS$ASSIGN( 'UZAO: ,ICHAN,,)
C

CALL VIOSET
*CALL FILTER

CALL D47CMD(VPOS)
CALL D47P05(VOFSET)
CALL D47CMD(HPOS)
CALL D47P05(HOFSET)
DO 36 J=I,,NLIN

DO 35 I-1,NELE
IF (((I.LE.4).OR.(I.GT.(NELE-4))).OR.((J.LE.4).OR.

-(J.GT.(NLIN-4)))) THEN
BUF1( I)=255

ELSE
BUFI(I)0O
ENDI F

35 CONTINUE
CALL VDINIT
CALLVIDOUT

36 CONTINUE

CALL OPCHK
STOP
END
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To use RANIM.FOR, it must be compiled and then linked with the
DICOMED driver routines. This is accomplished by:

1) Compiling RANIM.FOR:
$ FOR RANIM

2) Link it to the DICOMED driver routines:

$ @RANIM

The @ executes a VAX command procedure entitled RANIM. FOR shown here:

$LINK/EXE=[P8734]RANIM -

DRAO:[UJILI[rY.DICOMED]BLKDAT,[P8734]RANIM,

DRAO:[UTILITY.DICOMED]DICOMED/LIB

The result is an executable file entitled RANIM.EXE
3) Run RANIM:

To illustrate the required input parameters, a typical terminal
session is shown below. Computer response is in normal type while
user response is in boldface.

'I'l $ FOR RANIM
$ @RANIM
$ RUN RANIM
ENTER THE PICTURE SIZE (NLIN,NELE)
512
512
ENTER THE HORIZONTAL AND VERTICAL OFFSET
010010
ENTER RESOLUTION
1

FORTRAN STOP
$ RUN RANIM
ENTER THE PICTURE SIZE (NIIN,NEL[)
217
401
ENTER THE HORIZONTAL AND VERTICAL OFFSET
112145
ENTER RESOLUTION
2
FORTRAN STOP
$ RUN RANIM
ENTER THE PICTURE SIZE (NLIN,NELE)
50
512
ENTER THE HORIZONTAL AND VERTICAL OLISEI
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000240
ENTER RESOLUTION3

FORTRAN STOP
$ PURGE ANIM.*

This session shows three separate executions, or runs, of RANIM.
EXE. These three runs were all placed on the same Polaroid photo-
graph. This photograph is shown in Figure BB-1. Table BB-1 describes
which rectangles resulted from which set of inputs.

Figure BB-1. Terminal Session Photograph per Table BB-1.

TABLE BB-1. DICOMED POSITIONING IN FIGURE BB-1

RECTANGLE RESOLUTION DIMENSIONS OFFSETS
H X W HORIZ. VERT.

TOP 1=HIGH 512 X 512 010 010
RUN 1

CENTER 2=MED. 217 X 401 112 145
RUN 2

BOTTOM 3=LOW 50 X 512 000 240
RUN 3

***NOTE: Leading zeros are significant on the offset inputs

illustrated in Table BB-1 for the typical terminal session shown
above.
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The DICOMED field was 'mapped' using RANIM. The map is shown in
Figure BB-2. The Polaroid tab is also shown in Figure BB-2. It is
the edge of the Polaroid print without 90 degree corners. This tab
makes a handy reference. Holding the photograph with the tab at the
top, the location (000,000) is at the top left corner, (000,377) is

* the bottom left, (377,000) is the top right, and (377,377) is the
bottom left. Each square is 40 by 40. All locations and dimensions
here are octal values.

-d

Figure BB-2. Map of the DICOMED Image Field.
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APPENDIX BC

COLOR TESTS USING SRCAMSA

SRCAMSA is a test routine that allows the generation of various
color tests. One purpose of SRCAMSA is to test exposures on different
types of color film for color correctness. The second purpose of
SRCAMSA is to generate different color combinations in an effort to
create colors other than red, blue, and green. SRCAMSA is divided
into three sections. Section one creates color bars shown in Figure
BC-I. Section two creates a color triangle shown in Figure BC-2. The
last section is the color gradient section. Its output is shown in
Figure BC-3.

Figure BC-i. Output of the Color Bars Section of SRCAMSA.

Figure BC-2. Output of the Color Triangle Section of SRCAMSA.
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Figure BC-3. Output from the Color Gradient Section of SRCAMSA.
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A 1i'5tinci of -,f4CA1!SA.W')P ts elivet' hre:

C SRCAm9A.F;1F-

C AIUTEjRtf W'FRD.1 (,BCA1'1SA.Fr-) 3Y: S. M. PICHIE'
C PF: 6,77-7621
C fAT'F: iV) "Ay HI

CT'UTS TS 4 GpJN ,RAL i'JfRPUSF DICLP4ED RiUTTv -vHICH ALI.:VJr
CFOR THE IAJP;JT 'IF:

C 2) PICTVRC SIZE,
31 RE-t:c:i,iirlnw, 46:0

C 4) ~H()wI7,r1:A1, AW)! DIRIAfF'FSET.

1 -4 C1,iV )F i)'RA0 : C U m.,~ [TYV D IT 'Or~iJ] "r'bIlm.N . FOR 4
7 ir'r,II)E, 'i)PA(: r!1Ti ITY. DIC1'4FL) oFFlR'k

C******I'4I rI AT IATT1N nF ~I~~S*********
H )F'sF~r=,
VIF S ET~')
MAIGZ=0

14 Ci ) (2)t

C ASSICAJ IPjIVA TO A C-iAN P1M

C F rRii i s tjrvV' ASSIC.NFI o4E rAN40rJ 1NTINJE
IF C.q,,r.tSTAT) THTN

P'irIT 10
I1r F'IR MA r t'P 1 4 C A V~ 1J (' T L4 E A S S I G N E 0

-T J A c H A' ri
STO IIP

RUREP='77'i77 'J
8BJFRF 4=()

TYPE:* D 7 N F RA L ) IC0 M Fr) R L) I TA E:
TYPE* ,

%******NPUT V 1411 rFi,'4TvA1,***** ** 4****#* **s***
100 TYP * , F 4ATf.R (1JTP-Ir SPOJRCK: 1=CJL,7R FRARS'

(fP .*, 7=CjLDR TRIA~NGLE~'
rYC'LF* r"PADIEN r

TYPF*, *4FjRr.AN STOP~'

AC(TrPT*,.4 STOP

ofv~* '~;Rp fl vi~ PASSLS O)F THI: SflJRCE'

A!'CEPT*, TPASS

7 1
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ACCEPT JJ,TN,NFL,W,

T tP,* , -'ITFP TYPF -'F FlLA: P lAR3I D=0 3Snml.'
ACCEPT*, imflV
TYPE*, 'EI'TFR L)FSIRE() RFSjLtJTLOA: P:3iAR0ID=3; 35mv=.'
ACCFPr*. "'OnE
IF (Il1V~r.FQ.1.) THE!)

TYPE*, 'ENJTER THE HjRLZJNrA[, A\'lr VERTICAL
* OFFSETS:'

rYPF*, , PULARJIO):fl0,000; 35mm=140,145,'
READ ('5,30) HOFSFf.,VOFSET

30 FORMAT (03,lX,Q3)

C**$*****F'r) I lIP!T FROM TER!4NA*******4*$$************
C VIDSET CAblr r)47C'4rJ TO:

1) C1,FAP THE COMMAAND) BUFFER,
C2) SET THE DATA SIZE TO 8 BITS,

C 3) SET THE RFSOL.Ufl0N,
C 4) SF'T THE POLARIrY TO NORMAL, AND

S5) SET L~INEAR STEPS IN DEN~SITY.
C T4E H0PTZ)ThTAU ANDr VERTICAL OFFSETS ARE GIVEN TO
C TiF fIC14FD.

GUTI(1I3,120,1 30) ISOR
TYPIE*,'ERROR INJ SOURiCE Er,AG"

110 TYPF*, .4iiRKINr, 04~ C)LJOP BARS'
Dl 200 K=1.,IPASS

CALli VTr)SE:'

N C 0 b( 1 )3

CALI, FILrIER
CA~LL r,47CMOC(HpnS)
CALL 1)47PrIsCHnEs~r)
CAW, fl47C AD(CVpUS)
CkELb D47D'1S(VrlFSEP)

C PATAT P--') FILTER ACTIVITY 01l COLlI'4NS 1-170
D) 2 0 1 1,N L V)

D) 21 Jzt,S1i2

IF (J.LE.17n) 3tUFjCJ)=-1
21') TIN(P"

'ALI, VIOJIT
20 Cl N T 1 1-1U

CALL r!PC'IK
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I. C PAI"JT b'rF'1J FR ArrIrT JNJ rJ1,41A 4S 1-71-340
C A LL, V I:)SK:T

*NC1( 2)= 3
A 1, 1, F ILTF'R

CALl. i 47 CAP 4I' 

C A LL 1)4 7C "D(VP.])
CALI,1 D4 7 PS V n FS F l)

CALL V 0.1 qTT

RtIF'1 (J='51

31 C )NT7 *1F
CALLr Vtfo*Irr

32 C)4'JU[-:U
Clbl, 74'PCHK

C PATNT -IREE F'r!TrFR ACTIVITY ON~ fLUAJ 4
l-51;e

NCILr4 (2) =2
CALL FTLTK~R

C rATL *~7 C 1)9i'

CALL D a 7 C rf.,)ps)
C AL ) 41?r)SV nFS KT)
DOJ 4 2 1=1, NrI

DI 41 J=1,ii-e
* ~ ~ ~ ~~UI~ (J)rio)rlF'(Q.

41c )-'T
C ALL XI')')!T

42 C)
CALL l4 prc4k

TYPE* ',, ' KC )I PITPf)'
*200 c ) -ri *'JriE

12 0 TYPE~*,

*TYP :*, 'P?.T'IT R VO ? . .. I iYtSO0Vn

ACrF'P r*, I poil.l;.

ACCFPT*o jpr;p~
rip :*, 'CnionR:MAX INJ CflRNtR:1,'AIA Ol CflRNE;R~n'

A*~p~ I .,

TYV *,' 0PK ?,: . C)LI'R Tr i ~qlit
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4VTRAFtJIPCEMN R40m0-U14.s2

P 3 9999 [PEI:IKT =I,* PASS

C PA~INT RTI) STUFF
CALL VI'I3FT

N~r)L(= 3

CALL Pit~rF:R
CALI, 1)47CMCI(HPOS,)
CA L L D47 POS (HOFSE r
CALL D47CYD(VPS)
C 4r1 I )47PIS(VOFSPT)

IRF= I
JRFF = 1

FJbO' 0.0
D,) 50 1 1,Nr..T,'
CALL VDINJJT

F.J~r =FIJLflw + (256./445.)
Jun*~ = I + PjLow
.1-11"H = 513 - 1 W
1P(I.GT.445) JLQW = 10000

Do 'it *J = 1,512
1F(J.LjT.JLlV) GO TJ 52
[F'(J.,T.JHIG4) GO TO 52

DELI = I -TREF

OELJ =J -PE

nTST = SIRT(DELI*DEr4 I + DELJ*DELUJ)
IDIST = n1ST
COLOR = IDIST/2
[7ICURN.E0).1) COLOR =256 - IDISr/2
IF(COr-IR.LT.0) COLOR = 0
IFCCOLOR.GT.255) COLOR:255
IF(COt-o)R.LE.127) BUF1(J) = COLOR
IF(CtiL'R.LUT.127) BUFI(J) = COLOR -256

G~1 TOJ 51
52 H14fl(J) =I

4 51 CiNTINJ1)I
CAM1 , VIIDlIJT

50r) NT7N[I F
CALL OPC4K

TF(IPBLIJK.FQ.1) 'l'4EJ

CALL F'ILTER

CALL n47CMD(HPOS)

CALL r)41Dls(p40FSE2)
CALL n47C'4fl(VPUS)
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CAiL, r)4 7 ~vrF.:r)

FPI I -)V

L0j= 1. + F1ft

IF(T.,T. 445) JLbfl'q =10000
On if t1 1 = Is

IF(J.,T. LO,4 T ) b 2

IEI= I - I4F~r
r)V = j- JRr"'

TDIST D)IST
Cn=o 1013T/7

[F(C-O..bT.0) ZZtLUW=0
FFU0r~)R-T.255) Cobfln4=55

IF'(COV~)P.LF. 127) S!JF1 (j)=ZOLoR
LF~cr~o.'; 12) J1(J)=CCILOP -25tb

fTO bi
* ii 62 ~'(~J)=r

61 CJ N TT 11[1
CAI,~ VV')!T

CALl, OPFCA1I
F I' r) T F

C PATVJT %G'FN STUJFF

CAW,~i VTD5VT
44C )b(I) =

MC0r.(2) = 2
dCALli Fli,rP:P

CALI!, n47CM'f(HPOS)
CoALU n4'7PrS(w1rw'ror)
C A 1,1 n 4 7C.; [(V P 0S )
CA L!, 10d7P1S(V(.F'SFT)

rRF=449
IPEF' =

D 1 70 1 = 1, Ttj
CAljL VrltTT
$IlLrt% 2 F,11,nw + ( 2S6 /4 45
36 1 w= 1. + FjJA.
J*fG 513 - Jl :1.

TF'(J.;T.445)I n1,L% nLi



Di 7 1 J :1, 512
I~(JLT.J~fl G TJi 72

IF(J.G,Jr'IGH) 'J' TO 7?2
DE14~I I -TRFF

DIST S]RT([)FLI*lF.LI + DLILJ'DEUJ)
I')TST 3 )TST
CJLIP [fl!ST/2

IF(T.ZDRN.El-.1) COLOR~ c 256 - IU)!ST/2
1P?(CDLOP.LT.0) CI)LOR = 0
TF(%.'LO.c;T.255) CDLOR=255
IF(CLOcR.L.T.177) =tl. COLO0R
IF(C3L0'~.GTI27) B3'J'r1(,J) = CO)LOR 256

* G3TO 71
*72 BJP'j(J) n

71 CJITIJUEF
CALL VIrI]T

70 CFINTIN(IJi
1 C4,t OPC'4K

EN!)TF
* C

TiPE*,'PASS',IR9PPT,'CO'PtrD'
9999 C IN1T 1 . 119

G)TD 500
130 TfPE*t 'tNITtLIZE CI)LOfR: NFUIRAL=O, COLOR3'

ACCEPT*f NCOLMl
TYPEp 'EjNTER CO)LOR: JEtJ=0, RIED:1, GREEi=2, BL(iE=3'
ACCFPT*, NCflb(2)
TYPE*, 'FNTKR MAX,' IN COUOR LIMITrS'
ACCEPT*, ImX,1P1
TYPF*,'EJTEP VARIATI0OI AXIS: 0=X,1=Y'
ACCEPT*. IAV
Ty(PE*,'439KING ONJ COLOR GRAOIENT'

03 RPBA Kz1,IPASS

4 CALL VIQSFT

CALL FILTER
CALL 047CM'D(HPOS)
CrALL D)47PIS(4rlFSET)

* CALL i)47C,D(VPOS)
CA~LL 047PrS(vnFSET)

n] 7775 I:1,rJTN
CALL VDOIJIT
0') 7777 JmJ,qFLF~

UIFJASV,K10 VAS

.6 376



K \J!AAVTRAF')1 r'lFj 90-D-0U1 4-2

7777 C JN 1 4 Li.:
CA L 1, yI r) T

7775 4T14t
TyPF*,'O aK,'1 LFr:
CALL OPCiK

GlTel 5n')

500 TV (T404.FU.1) THN7
rypKs, 'DI YJIJ NEr-D A FiLpi ADVANJCE? YLS:1l
ACCEPT*, IAflv

EFI IV rTDVE4i CI 
F

TYPE*,'rJPIJT DATA F(OR CILOR FIARS P(LLIWS:*
TYPF*,"'\J'4B OF ')4SSFS CiAPLED Is,,IPAsS

TYPE*,'FlM TYPF ([IIJV):',TiAOV
TYPE*,'RS)~J!N(rr::'o)
TYPE*,Vi4RZ nFFTr',P)Fqr'T
TtPF*,'VERT OFFSET:',vOFSKT
WRTTF(15,*) 'INpIJV nATA FJR CJ!.JR HAkS FOLLUWS:'
MJRITF(19,s) '"UiiEI OF PASSES C~vPLETED IS',IPASS

WRTTP'(15,*) ':ELE='t

WRITF(15,*) 'FsouurxouPF (I,OV flFjA

IFP'CO.E1.7) THEIM
TYPPE*,'I'JPtIT DATA FI)R CJLtR Tlts .ThF FflLLOWS:'
TyPE*,'*JJI4R OF PASSF3 C')mP't.,kTED 1S*,IPkSS

TyVE;, 'FtTf,- TYPF. (IMOiV ) .Dp '(D

T'(Pi*,'.+JpZ L'FFSFC',HOPS6T
TY(PE*,'iVcOT O3FSEmV'3M-T

TYP;:*,-G4r, 1111rPIIT (IvrkL~)=,TPkWJ

TiP'E*,',,AX nR 41N~ NV CnRlRN (ir-)RlJ)=a,TCORN
WRTrF:(15,*) 'INPUTF DATA FJR CJIJR HIARS Fr)l.LU*S:a
WRIT7(li,*) '41;MMER OF PASSe:S CJMPI.F'rFn IS',IPASS

; 77
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WRITF(c15,*) -VERT OFSET=.VOFSET
0R~ITF(15,*) 'RED OUJTPUT (LPRED)=',IPIED
WRITF(15,*) 'RULIE OUTPUT (IPBLUE)zvIPBLUE
ORITE(15,*) 'GREEN OUTPUT (IPGRN)z',XPGRN
WRITE(l5v*) 'MAX OR MIN ON CORNER CICORN)',ICORN
ENDIF
IP(ISO)RRQ.3) THEN4
TYPE*,-14PUT DATA FOR COLOR GRADIENT FOLLOWS:-
TYPE*,'IUMBER OF PASSES CUMPLETED IS',IPASS
T YPE$0 *'4 (aIN:', 14LI '
TYPE*, "4ELE=','IFLE
TYPE*,'FILM TYPK: (IMov)='vIMOV
TYPE*F*RESOLUTION ('MODEWu,MODE
TYPE*,'4RZ OFFSETz',HorSET
TY'PP.*,'VERT OFFSET='.vflSLT
TYPE*,'C3LOR FOR GRADIENT CNCOL(1),NCOLC2))z',
* NCOL.(l),NCOLC2)
fYPE*v'MAX,MIN COLOR LIMITS M',t4X,IMN
WRITF.(15,;) 'INPUT DATA FOR COLOR GRADIENT FOLLOWS:'
WRTTE~l5v*) 'NUMBI:.R OF PASSES COMPLETED IS-,IPASS
WRIrFCI5o*) -NLINJ:',NbIN
WRITE(15,*) 'NELF=',NEL..
WRITE(1'i,*) 'FILM TYPE (I'OV)Z',140V
IRITE(15,*) -RESOGUTIOJ (MOLV)3',4ODE
MWtITF(15,*) 'HORZ JFF'SFTa',HOFSET
WRITF(1'5,*) 'VERT IFFTxr',VOrsET
WRITF(15,*) 'COLOR FOR 3RADIE.NT ('COL,(1),NC01L(2))zv,
* I'CCIL(l),!4COL(2)
WRITF,(15,P) 'MAX,MIN COLOR LIMIS m',IMX,1f4N

TYPE*,
TYPE*,
TYPE*#
I'RITF.(t%,*)'
ORITE(15,*)'
WRITE(15,*)''
GrITI 100)

*40 STOP

* To Use SHCAMSA.FOR:
1) Com~pile 5RCAMSA.FOR:

s FflR .SRCAMSA

2) Link SRCA4SA to th~e flico1med routines:

S QSRCAM4SA

* The 0 executes a VAX commani file entitlel SR'!AMSA.COMI
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3) RUn SRCA*ASA:

$RUNJ SRCIA5I
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NAVTRAEQUIPCEN 80-D-0014-2

START

DO YOU
WANT BLACK

COLR AND WHITE OR BLACK AND WHITE

DAA T THE DAIS THE
DATA STORED DATA STOREDONMGTAPE? O A AE

YES YES

COPY THE COPY THE "

DATA TO THE DATA TO THE
DISK DISK

DATA SORED ES YE DAASOE

~NO NO"
SRENAME THE DATA L j RENAME DATA FILE I

TO FORgnn.DAT. D TO FORnn DAT.

Figure CA-la. Flowchart for DICOMED Appendix.
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A 

B

DATA STORED YES O YES DATA STORED

SET UP THE ROUTINE TO SET UP THE ROUTINE TO
CREATE THE PICTURE CREATE THE PICTURE

DATA DATA

C D

TURN ON TURN ON
DICOMED DICOMED

GENERATE THE GENERATE THE
PHOTOGRAPH PHOTOGRAPH

4TURN OFF THE DICOMED F UNOFTEDCMD

EXI

Figure CA-lb. Flowchart for DICOMED Appendix.
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.4AVTRAE0JIPCFN RO)-0-01 4-2

10 FIRA~r (',)' p I I ti C~ A N N 0 T H E A S S I G N F 0
-T 0) A C H A N 4J P: L**'

TO]Ii 40

TYPE*, -GENERAL STAND ALONE B~LACK AND *HITF DICOMED ROUfTINE'
T'IPE*, 0

"*~*****J P0T FRI-ATP~4L******#~***$*
TYPE*, 'r4E PICTLJRF DIMFNS104S ARE SET AT 512.512'
TYPE *v 'EJITFR TYPE OF FILM,: PJLAR3ID=0; 35ftq~j*'
ACCEPr*, TMOV
TYPE*, 'Do YOE) WISH TO FILTER TiE DATA? (YES=1)'
ACCEPT*, IFLT
IF (IV4iV.F0.I) THEN

TYPE*, 'THE HORIZUNTAu JFFSET IS 140 OCIAL.,
H')FSET=Q6 !140 OCTAL
ryp ;*, 'THE VFRFICAL OFFSET IS 145 OCTAL.'
VOFSET=101 !145 OCTAL
TYPF*, 'THE RE.SOLUTION IS SET AT I.'
4i1DF=1

ELSE
rypFE*, 'THE RESOLUTION IS SET Ar 3.'
)3D E=3

E 4DIF
20 TYPE*,' IS A READ REQUIRED?(YES=1)'

ACCEPT*, IRD
IF (IRD.Eo.1) THENJ

TYPE*, ' ENTER THE FILE YOU WANT READ ITEMBUF'
ACCFPT*, IFTLF
TYPE*, ' READING ITEMaULF FR3M FILE ',IFILE

READ CIFTLF,i000) c(IrE% RUFCI,J),Iu1,NELE) ,J=1 ,4N)
IF CIFr.E:oo) THEN

TYPE*, R EAOING INT2 FROMi FILE ',IEILE

READ (lFIIF,1000) ((TNT2(J ,J),121,NErjE) ,J=1,NLI42)
E rJDTF

4 1000 FIR.IAF (66A2)
Eo FIl

C******#E 4D J ipij r FROM T~4NL***********
IF (T .):. I) THEN
SCFN'F 1.1 FILTEN~t) Ti FILL ANlY MISSED PIXF(LS

rypFs*,'FI,LNG ANf MISSEn PIXEIS'
On III IYIVA:NLTN,1,-1
oc0 227 IX9S=NFtEE,1,-1
IF( TCt-T( IXBS, IY;).N9.0) !OTC 220
Jcon NT=0
JSU%=0
D)o 300 K=Iygs-1,ilBs+l

IF((K.LT.1).OR.(f(.GT.NLVN)) GOTO 300
00 440 LclXgS-I,IXRS41

IF( (L.LT.1) .nR. (l.GT.NE!LE)) GOTO 440

346



rFt. ['r( K 3 -C .0~) ) -,1! Tl 1 19
J C IL) I= J C-1!' T+ I

440 TL JF

L 5 W
E T F'O 3 I B; , T Y'-S) J S J/J i'lT

222 IC T 1 1 ','V

r J ) IF
*s*s***,**sn~rAii 1,,; * ro TAK~ r)ICJ46*.******

T YP E* SF~'IT Nf; f)ArA rl 1'41. 91OAO
C Vl[OSF-r CALL fl47C,'. Tfi:

I1) CIFAp rN!: rf*JmM'A.Jc -WF'R,
2) 3; T T:-l: "ATA SIZ ' f0 8 RTT!S.

C3) 5FT I1 V I:S (I(,i 0'IJ N
'1) S ET T -i PJIA I' R 1 Tij 0iJRM A 1, 'i
5 ) Sr ;:r IPIAP Sr~>S 14 )F 1TT Y

CALL VJ,!SF>£

E CFILrER SFIFrCTS T'WF FTITFR Tj B3F USIF'i VIA FYLSFI,

C rl; HURI~Z*PITAL ANn V'ERrrCAL jF.ESArK GIVEA fj LiiPd
^DI" )MFD.

C I 1,, D 4 1 P S V rl ~PS E)

Cv,)tl Ti i (4FCK.S TWE STATUS~ F TriF [.' 1C*1VEI) -5jF*F'k5.
CALr, VDC JIT

444 CI' T rI "
F (I Fj~ .I)r~

CALI, FrI A:IV
4 D IF

TYPF** rq F F. Id''
C r , i 1 IK
T YPF* , - I Yrll .'A'l ro r'ri ro.j P1T rot~p: Yr;s~ 1
k-CCFPr*f I ANI

U IF (TA'..j.I ) r;r~ ro 20
40 s rnp

F JOV

I
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APPENDIX cc

C DICCOISA.FOR
c OTComed CflLmr Stirl Alone
C
C PRD0QPkv HY: O'KE

p H'M F 77-7621
nATF,: e A11G 1981

C TiIS IS A CFAERAf, rIC011FD CiJR Srv,,,r AI,0'JE RL.uriE F:jR
Ii F WIT J P()I,ARlTO ORnf 35nrm FILM,~

C TAi* PEQ'IpREM1.0rTTS -)F THF PHflGRAP ARE:
%- 1) T~r OATA HAI Rt ~YIE~RdNTY CREATED A~P WTI-if.
C BEFA r) T NTO rH 1:- PPO( A M A S GI FA OFiI, I CNT

C 2) THW F'T.L4 IS ASSIJ"ED T1 BF COL1lH.
C

I 4riAtjDE DfR AO:HU rTI IT Y .DI CFD]CiNFOiR
I 4Cr,[Tr)F 'RAO : [ITI 6ITY . ,ICn-F)] EF'. OR'
T vCLL'0F. 'r)PA* Uf :(TT rIr Y * rICniFD ED i *Fi

FWLTVAL, ICE (INN2
rDTMFr4SI )-AJs JI I m( 3 )
TITFrF'R*4 SYSSASS'UrJ.

C*******TqIrrA.T'7,ATV11- r)' VT

V.IFSFT )

NcIU(1):) !k1UACK AND) N~r_ VANT I
J~'ff~():O !r-LACK ANDl oHir'& PART 2

6-JFwFI:'77!77v'i
J 1 F R V" ) =1

A AS S I 1 J -II 1 4 T') A C -4A FE..-

T p r) p 1 1 1 js ir A~s s i r. F! C A~dO Nvt Cr

3 A



P J.JT 10)
10 F )p .i ir n~ r) 4 1 C A 'JN r) T R A S S I G N E n

- T 'I A I A NT N 1,
J;r) vCI 40

~**#~**A j) I

T~~ Y '

TY(PE*, ''SRA TA,,JD AL13iqF CULJR r)TCOMED ROUT~JINE:'
TYPE*,

C** ** 44PUT FR,)AIP AL*************
TiPE*, 'THE~ PTCTVJRE DIMiENSIONS ARE SET AT 512,512'
TY PE*, 'F>JTKR TYPE' OF FILM: POLAR3ID=0o 35mmn1.'
ACCEPT*, TMOV
TYPE*, 'DI YOU WISH TO F'IbTER THE DATA? (YES=1)'
ACCEPT*, TF'LT
IT TF /&;J1 THEN

rYPE*, 'Ti(E HORIZONTAL JFFSET IS 140 OfiCAL.'
H~1tFSET=96 !140 OCTAL

4 FypF*, 'TAE VFRrTCAL OFFSET IS 145 OCTAL.'
ioFSE1f1 !145 3CTAL.
TYPF*, 'TH1E RESOLUTION IS SFT AT 1.'
4flDF:=1

TYPE*, 'THiE RESOLUTION [S SET AT 3.'

E4~DIF 1D=

T(PE*, 'FE\JTKR TWE NUMBER OiF DIC3N ED PASSES-
ACCEPT *, IPASS

20 TYPE*"' IS A REAO REOIJIRE0?CfES~1)'
A CFPT*, JIRT

I(IR(P.El.1) rHE4
rypFs*, - ENTER THE FILE YlU WANT READ IIEMBUF'
ACCFPT*, IFILF
ryPF*, , READIN ; (TEM4BUF FROM FILE ',IFILE

READ (IFILE,1 OO) r(((ITFm4'i(JE(I,J,K) ,I=1,NEtE) ,J=1,

* TVF (IFLT.IF0.1) THEN
rypEs, I NEADIP., INr2 FRO~i FILE ', FILE
READ ( IFILE,1000) ((TNT2(I,J) ,I=1,NELE)p

* J=1 ,f~4IN2)
E 4 DI F

1000 PIRMAT (66~A2)
*~ JOLIF

C*******E\JD 7tjP~J F FROlM TR NL**********

C SCE4E IS FT(,TkRFDI TO FI[,g ANJY 'ISSFO. PIX1ELS
C * 0 T: T'iTS r)Ar rA AS FTLTEREfl JUST fi F'JRE: f5F.9(, IRITTEN ro

FILK
gy *rY Hi; PICT(IR", CRFATF. RIJTIfIEF. 1F'NCL. lCMJT( STILL CONTAINS

c TrIE Pix--r~os SIJ ROT ITE%1i3tiF HAS, A SCALED VALUIE READY FOR
C DISPLAY.

* 3QO
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W) 222 tS9"=, Fth"

D 3~ 6 ;2 KVK , I (

632S C)NTTN(IF

0 ) 400 (IY;As-t, fy;Ai+

D ) 440) L=TX;I'S-l , IXt4S
IF( (L.ULT .1 ) *OP. (r,.rf.NJELF) ) CilId 14u
rF(ICMTU~,,K) F-).()J GO TJ 44nl

TF(C icr(L,I<) LT.-l ) TFGI~
C

4C TWEST ICNT.r,T.-1 SIXFC NEI OTSSED P'IXEiL TAG 1S -1
C jijSr Awi sFrATE~f':NT 220.

440 C IN TIJ 1''

300 C )VTI'JVir

TYPF*,''ATSFv) PIXEL AT IXY',SX SI4S

Dl 47n2? KVS~ , 3
J rVAPAFCU4XS,TYS,VS)=3SIJht(KV~S)/ JCiU'IT

476) C )Nrl 'I F
r;P r) T F

* I C; r ( jX Ai , I y WS) -

I F ( I T F.P tIAW ( TfX ! ,i Y . 1 ) ) T E 1 I ( I X A 0 6 t r

F N: P r
v'~ in IF

*4 I rp ,f T s r Ui/I Ir

I I' I c F

***~****,-) A rA t5~ r r~ r 4 r i o A ~ s****.*.**
r) 4 14 KKT 7
rypw: - * * 1 i 'r'; '~I Vk A, 'A r T. 1',-4 [T 7 rl I
v f t FT C A , 1 1 047 '!' rl~
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C 1) CLP:Ak rfiF: COMMAND, BUFFER,
C 2) SET THE DATA sizE To 8 PITS,
C 3) SETI TLIF RKSOL'JiIL4,

4 ~) SETr THE POLARITY TJ AORMAr,, AhO
C~ sET LIJ4EAR STEPS IN~ DENSITY.

CA~LL VT()SPT
C FILTER SELECTS T4E FILTER T~J BE USED VIA FILSEL

CALL FITER
Crt4E HORIZONTAL ANID VERTICAL OFFSETS ARE GIVEN TU THE

C D I C'MEfl.
CALL n47C M D(HPO S
C Lr 04 7 pr]sCHOFS ET)
C414( 047C4D(VPl8)
CAL!.,,1) 4 7P 0S (V ()F S FT

Do3 1444 IXSqINI-

CALL. VPINIrT
'), 1595 IYiAS=N.ELE,1,-1

1555 CJ'jriNuE
^AL, VID~oIT

1444 CO)NTINUJE
CALL rDPC 1K

D1 666 KVS=1,3v
TYPE*,'9FENDTNr, GR:J(1),PED(2),i5LUE(3)',oKVS

'CALL VIDSET
C RED= 1; GR4N2, BRfI)F=3

IF(KVS.F(4.l) TR4EN
qiCO L(2) :2

ELr4S
lJCL(2)=2*KVS-3

F NT)IF
Cit, FILTER
C AL 1,1 47CA4D(HPOS)
CALL n47P)S(HOFSET)
TALL, r47C~fl(VPOS)
C A 1, r)47P:)S(VOFSFr)

SVI)TjiI r CAiFCKS TH-E STATIuS OF TtrW DIC)MFD BUJFFERS,
CALL VPIqJTT

On 5SS TYRS:NELE,l,-l
I R=IT FM ~l'F (IX8~S, IYkS , KV 5)
[F(KVS.E0.j) THEN1
IF(TR.(,T.4*ITF41MflF( 1XRS,IYIBS,l)) IR=260-ER*IR/4
[P(TR.rr.295) TR=255

C THTS qAKFS rH: SKY A CrVJ4STrANT BLUE~, RUT WHITE FADES
1IS ~1FT =25b~* (I R/12 R)
9JF1 (lYfS)=IR-ISHlFT

559 C,-lNTINOFJ
CALI, VI D1!'T

3Q2
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444 C VNT T 4 U sP

b66 C.JN.TT NIF

*C SET THE FiLTF*R RACK T) 'Jr RA L,

NCn~( 1):')

333 CJNTTVIJF

CILL FILADV
E n I F~

CklL (lPCriK

AC-CKPT*, TAl.'

40 s rip

313/ 39



4AVT14AE()lllPCKN 80-D-Ou14-2

APPENfltX Cl)

S 0) CR~W *F O)

C sOICP41WJN
C Subroutil~e Mfloprel Riack and White

~RiA.f 0-R .3Y: ;IECKFR

p -11,4 F6 7 7- 7 h21
D !A T r: 7 AUG 1981

C TAS [S A GFAERAU BLAC1K A,,Pr vjHfE~ OJCCME. SLJBHtUTINF
C F,)H USE: JITH PO1LAROID O)R 35rnin A'LAC^K AM)f t'HIEE FiiL .
C TAF PARA4FTF4S 'rp4AT 4411ST bE PASSEDO FR3Y4 THE C^ALLIq~G
C P)JUTINE ARF:

C 1) lMtIV:=FILm SEL'.-.Tlrjt (Pn!,AROtr)=0,35,n~m=1
C 2) lFbT1:=FiTlr AN4Y 4ISSKzD PI)ES (yPFS=1,Nfl:O

0) I !=A%,DTI*J PICTIJRF. JF THKJ SAfmP oArA (YES=l)

C 41TE~: T4W DAT'4 VII!T B~E GENJFPATEU IN T4IE CALJLIG RUIUTINFP AND)
C PASSi~'j 713 lTr IrJFTINT?,ICNr

SiPROl.T[!SW SDTCMW(T-AOVTFLT,lAN)
T*4C(,L'nFF 'i'PAO: (UTTL,[TY.oICIFU)1 )4MrN.Fr)PD
I jwio'rm ',PA'): (UjTILITY. DICrO.AfEUJDEF. FOR*
T4JCtAnF 'nPAO~ :CUT I 1,,ry .rTC0oF) 1f. FO
rT4TEGfR*4 SYSA~ssI'j

%CTr 4 F U F., IN Tr2 , T C"T A 0 S T fiF OIMI-,N 1N:D A N 1 PSS, T o-D f T T S
c S~Jk~flTTNw:

11TFG:* tC.TF:"iI 2,512?)Jr(52,5

CImmnfN I r2f"-UF',ICAT
C*$**2P*~IrIt4.TATT I F VARIAilr~t .************;****s*

H )SFTI
V )FSET:.)

b, ̂ .r(1'I !PI1 ACK 4r HL' ~irb PART I
\ '-'11,2) ! ,[AC( Atic) 11HITK PARTt 2
Ni,4J:1 2

'4 o.L =' 5 2:2

quTN2=21,5

j !



C ASSIGNP )R1 1P~. TO A CHANNEL
liSTAT=SYSSA.SSTG,-N('UZAO:',IChiAW,,)

SIf? DP11 (S NOT? ASSIGNAED oE CANNOT CONTINUE
IF (.NOT.TsTAT) THF J

PPTrT 10)
10 Fr1RN1AT ('01) R 1 1 B C A N N 0 T R E A S S I G N E D

-T I A C H A tv N E L****)
GO TO 40

EI~ DIF

TYPE*',
TYPF*. 'FNFRAL BAKAND WHIrE DICOMEL) SUBROUTINE-

TYPE*, '

C*******IIPUT FRIMTHI4L*********~#**
TiPE*, 'THE~ PICT;lIRE DIMENSIONS ARE SF'T AT 512,512'
TY(PP.', 'rYPF O'F FILM: POtAR3ID=0; 35mm211',I'40V
TYPE*, 'FILTEP THIE DATA? (YES=18;',IFLT
IF (IMnV.FQ.l) TiF~N

TYPlF*o 'TH4E 'ORIZONrAL JFFSET IS 140 OCrAL.'
in0FSET:Q6 !140 OCTAL
rYPF:,*, 'rHE VERrICAL UFFSET IS 145 OCTAL.'
VOFSET=101 !145 OCTAL
TYPE*, 'THIE IffSOLUTIO)iq IS SET AT 1.'

ryp~:*, 'TH-E RFKSDLUT1914 IS SET AT 3.-

20 IF' (lFt.r.E(Q.1) T'IEN
C SCE'JE 13 F11JRE~D r:) FIVL AN.Y "4ISSE0 PIXELS

fYPF*,'FILLINC. A44Y 4SSED PIXELuS'
3)rQ 1.1 1 y'4S:1 ,N(
:)' 2 2 IK'19=l,NEL ,

r) 0 IT K S I TVO

~F(( *i, *I *') *(K* T* JLII )) GUTO 300
140 4'f) =YXA5-i,(AF4s+A

[F- (.L. )Jf. (~cr~~v~: )GOTO 44n
I F( ICriN1 1, K .Q 0) 11 TO 4 4

44~I jr~ v

FVpL * TI.'(' Pjxt~L Ar 1X;3S,TY~s',lXhS,TY -.
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I rP HI w(C X4 y4S) =JSiJM/JClINT

222 C 1N rIhl j F

E 4 DI F
**************D~ATA IS SP:1J? T11 ?I4P DlCOMD********,*

TYP-* , SENTNC( rDArA T3 fHF. DICOMEDl
C VtrSF:T C41,U D47io r:

C A) S;ET T4E POLARTKY TO NiORM4AL, N
CS F) ST I.TNEAR sr~ps IN DEIYSTTY,

CAiLL VIOSE'T
C V[ITER SEIF('T T H F. FILTER TO) BF. USED VIA FILSAL

C.P-I Fl,Tp-R
CTHE~ H0rRjZrNrAb ANr) YIIPTICAL. OFFS~rS ARE GIVEN To NE

C A I, jr)47C'.DC APfS)

c AJV tj i1-47 CmS0 V Pl S~

CAUL D47PlS(vflFs.r)
D11 444rKS Tt,1-

c V31ITT C4I -CKS Tl4f: STATUS Up- THE DICD4wD BFuFTERS,
CAL~L vh[VIT

In 5s 1Yqs=14IFE,1,-l
IS41FT=25b*(IrEiEBUp(IXRS,IYBS)/129)

5 55 C 11"yT t'Jl 1
CAILL Vll 9vrr

444 C IN T 110 9
IF (jmflV.FQ.t) rHG.N

CA. FT1IADV

IK (TAN.i;>-.1) G8r rr) 20
40 R oT 1)R l

407 '1-



I A v rR A rrm rprpit ROIl1 4-2

APPEKLPix CE

C Subrouttne flICov'-I COl-or

C P4O;RAM4 AY: a. P.~CKIE
AL INF 77-7621

r) A T : 7 AUG 1 901

c r-iTS IS 14 cVN .RAL, DICOMED C~ijUfl SUBROUTINE. FOP
* - C (ISE vWTT- PrOJJAPOTr) OR1 35vTi FILM?.

TIE PARA4FTFRS T'4Ar INdIST 6~E PASSFc FROM THlE CALaL114G
£ Ck )JTTJF A P E:

* C1) IMPlV:='IIA SECfITZJ (PO.LAR01fO:O,3tmv~t)
C ~2) Itr1.LA'JY MI SSED PIXELS (fES1,NO:O)
C ~3) TPASS::THP NJJrVHO FDIJMJ PASSES

C 4) IAN~:=ANOTHER PICIURE OF' THE SAME DATA (YP'S=1).
C NO2TE: T]F DATA 4LST ',W IENFRAYEI) IN Tri CALII.'G HuUINE Avr)

C PASSFEP via irV!AP!I*,lEiTRL,INT2,LCVJT

SUJRROUTINK4 SOTCC1I]((TMV,I0'UT,LPASS,IAN)
T1ACLUDIE ')RA-): CTILITY .DTCflIFD CON. FOR'
I 1CLOE~ ')PA( :[(!TLIrY.DC.)Ur.FOR"
I 4CWAOE~ ''WAOk0: ('ITILdY.D (Cr)AFUI Ll.FOR

C TTEMEAU'F, I-4T2,%EUTRfr,, ICNIT 4rjST 4E -)IME'JSIONEfJ AND PA5swn
c T )rHIS .511HR01T T' JIEr

I 4CL(Ji)E '[PP734J1CU'.VS'K
flEsMENSI:yJ JSIIM( 3)
I JTEGEH$4 SYS$ASSIN

* - C~~m***s**1 'JTTTATZATIf)r. OF V~I~.~S#'4******
H )FSF:T=()
V )P-SVT=
M 7*r

NCOUI:.) LAC( ANDr %HirT . PAriT I
NCflL(2)zc) !PfjAC( ANn NHITC PART 2
NiUT1'J512
N 5,"lj F = Si 17
NII N2 =2 S 6
8 HJR F 77 S 77 'A

6 U V F I9t

jq



ASSIG-11 DRI 1I9 Tl A C IANNEr,
ISTAT=SYSSASSljkf-('iJZAO:',iCiA,,f)

C T~IFflPtt~i Is NflT ASSIGh'Efl vJ CA'4'0T CONJTINUE
IF (.NOiT.ISTAT) rq~FN

PRI 4 10
10 F)RM4AT (00~ R I I B3 C A N N 0 T 5 E A 5 S I G N E U

-T I 'A C .4 A N N E L#*
30 Tfl 40

F 'IDI F

TYPFs, SFN1ERAL C3OR DICUMED SJPROiITINE'

C*******V4PUT FRJI-A~1 JA****P***P*****
TiPIE*, 'Tft' PICTOJ'E DIt4EN61ONS ARE SET AT 512,512'
TYPES*, 'TYPF OF FILA': PO3LAR0IDzU, 35tm~l.',IMOV
TYPE*, 'FILTEP THE DATA? (YES:1)',IFLT
1P (lp4nV.FQ.1) THEF FSE S 40OTA.

TYPE*, 'THE HtOPIZONTAL FST S10JCA,
14OFSET=96 !140 DCTALu
TYPFS, 'THE VERTICAL OFFSET IS 145 OJCTAL.'
VIFSFT=101 !145 OCTAL
rYPES, 'THE WFSOLUTION IS SET AT 1.'

ELSE
TYPFS, 'THE RFSOIbuTION IS SET AT 3.'

E4 DJ I F
TYPES, 'THE NIIPER OF DICUMED PASSES=',IPASS

C****EF4D INP;JT FROMN TEPmrNAL*S**SSS*****SSSS
20 IF(I'Fr,T.E.0.1) THEIJ

C SCENE IS FILTERED TO FILL ANY MISSED PIXELS
CNOTE: THIS DATA l~AS FIL.TPERFt) JUSI BEFORE~ BEIN~G WrIrTTN T3
C FILE BY THF PrCTITPE CREATW ROJTINL, HENCE IC'JT(
C STILL C.)NTAJNS THE PIXEL.'S SUM 6!JT ITEMBUF 4AS A SCAL.ED
C VALUJE READY FOR DTSPbAY.

4 TfPES,'FILLING ANY 4iISSED PIXELS'
D,) III IYBS=1,N1JN
D') 227 IXRS=I,ITELF
JCOIUN:)

Js3Um(K V s) =
6 325 Cl41 *T11

D) 30n K=IYPS-1,IYBS+1
IF( (K.LT. I) OUR,(K.Gi.ILlN) ) GOTO 300

IF(rC!JT(L,K).P:Q.O) GO TJ 440
o ~J COA1NT J CJU'I T +1

00 5471 KVS1,l

6 400



5471 T74Ut
IF( ic-rmh,K) .T.-I ) IFC1=

c rEST IC'Nr.L.T.-I SINCE rHF MISSED PIXEL TAq IS -1
c J JIT APfl0i. STATF "4FNr 221.
440 C J'JT1INltJ
300 CTIIIJ

TYPE*,'4i5Spr DIXEIL AT rX6S,IYRS=-,IXBs,IyB4

ITF kRUF ( T X BI Y R3, K VS) JSU M(CK V SJC)L)U.,T
4762 CJN T 1 %10

D I F

IF(ITEM4J.(TXkS,IYHiS,3).'iFf*O) TAE'J

4 IR=TTFi4I4F(TX3S,IYRS,3i) SK~Y

ELSE I F( tT F I I F ( IXR S ,I Y S , L T T r E 8F(I XB S v I Y BS ,1 2

IR=1 2R- ( 1T1"JF( [XRS, I Y S,3), I) ! LAKE
F ' D I F

E JDIF
1 34 FT =25 F * C I/I 2 )

NETRL( XA5,TY4F)=rR..IS..r T
222 CINgTIitIlle

****$*****sr)ATA IS SFNT T9 CHE u~~u#**...
DAI 333 KKT11,TPASS
TYPE*,' sENI)TG WuIrpAL LJArA Tj rqIF r)IceO!Eu

C VTnSFT r-41,1, f)47CM1) To):
I 1) CL1VA4 THE Cr).imIAMN- tUFFER,

C2) SE~T TH;* OATA SI'1 . 10 A RTTS,
C3) SET T 14v ~ES 0 UkLJ ) 14,

c 4) ; F I TH POIJAP T ry Tri *'o0RmAU , A 1 )
5 ) sE T iIljFlR srEPs IN DE-4STTY.

CALI) VT:)SFET
FFIITE 5s.ICTS l4~F~TAF JSED VIA FILSEL

riTE H'JR[. A*U,. VWPT* OFP'sEr% ARE2 ,L[q TO T~i 01COIE1)

C 4 , 1 f) 4 7 C~f D V P

C ATF, 4 7 P.-S VPl S 0 )

!V) l4 14 1 X 14,; =;o b 11, I,-
CALL! VnT';TF

401



'IAVTRAFQIJIPCEPN 80-D-0014-2

R~ JF' I(. iys )=Eii rPL( i fs ( iS JYts)

CALL~ VIr)I)'T
1444 C-INTIN('F

CkLU nPCriK

D1 666 KVS=1,3
TYPE*,'SENDTNG GREEN(1) .RED(2) ,86UE(3)=',KVS

CALL. VIDUSET
C RED= I: 15PEEA=2; R1UE3

TF(KVSeEQ.l) THEN

4COL( 2 )2*KVS-3

CALL FIL1rp
CALL fl47C4D(HPOS)
CALL D47PIS(HOFSEf)
CALE, D47CMD(VP0S)
CALL n47PCIS(V0FSFf)

03 444 IXRiS=NrIN,I,-1
C VOINTT CHE.CKS T'.1 STATUS OF THE DICOMED BUFFERS,

CALL VDINIT
n0 555 IYRS=NFE.E1 ,-1

IR=ITEA9(lF( IX3S, IYRS,KVS)
IF(KVS.EO.3) THEN
IF(IR.CT.4*ITEM4RLJF(IXBS,IY3S, 1)) IRz415-IR/4
IF( IHzT.2'5) TR=255
ENDIF

C THIS M4AKES THE SKY A CONSTANT BL.UE, BUT WHITE FADES
ISHIFT:256*(IR/128)
RFI1(IYBS)1IR-ISHIFT

555 CONTINUE
CALL VIDOUT

*444 CPJTIk3UE
CALL UPCHK

6663 C,')N TI'1 11F
TJPE:*,'PASS-,VKI,'COMP..ETED'

C SET T4E FIr.TEP HACK T,) AJE;J1THAlj.

NICOL ( I )=,)

333 CIYTTNUIK
IF (IMOV.EQ.1) THEN

CALL FIlADV
EN4D IF
TYPE*, 'rHE END'
CALL OPCHK
TYPE*, 'NIiTRER PICTJRE?CYLS1l) 'I&N
1F (IAN.E').1) Gfl TO 2n

40 RwTUPv1

402



JAVTR4FI):JIPCFI! 80Ofl-OU1-2

APPF'JflIY [)A

AnneliCeS Wt throuvi m; are tfle routines thadt are usel
to iienreritp arv1 test th~e 4FAIiSCAN text lener~tion routines.
Aoperiliv )H4 contains the cnar-Icter set used t3 write
Drametric intorm"4tion on iiiaces .eneratel fro"' tne

EGrvLDATA l1jta base. Aunemlix nT conltains alternate cnaracter
constructions for the character set ot Apoendix DH

1 03 /404



APPE'fIK DO3

SAt AC H AR.Fl -'

0AT4C.iAR.FOk

DTAClAR.F0P Cr)P.TAI;S TLIE DATA STATFMFITS FOJR 'jC'j' AhND
DASCHJD rCH(7,5,) P)FTFI'S A CHARACTFR 5EC W11H rol

* DC(FFREIT 7 X 4 FLEMEVT CIARACTF.RS. ANJ ICt ELMN
oF - i "1" os i ,,j A r F A N T L 'i(JI 4A TF L) F ,EjM EN T A NL U0

4 Dr;.SI(NAr';S A SIJPRESSE.D FLEMF>T. ASCH(17,39) coNFrAIN-
T i Tj. 17 X 3(1 C-4ARACTE'.I SPACES AVAT[,;[F~ FJR TH;, T'TXT.
ir TS iarTALIZP"n WITHJ TLIE UFCIMIAE ASCII FOH EACH

*CiARAt'- 'iT6 DESIPF.') 'TFXT. Aw jT F 1101" LESI Ar~.s !;,i
* Z C iARACTF.R PRpESE>t

DATA IC'q1I

+ 0, (

f)0 , n , ,t,) i,0 C) (* ci-,- , 0~, 1,i, 0, n , 0 o, ,o,0

/~~~~ o,,)0rr, o0.)c,,,1,0,0,-1,-1,10

i,;:r1Cor.') ~rR 0 COU.L 1)r 'E '10'0 '0 f40 P 000#0#
1) Al flS () IA ISF I IT I I1AC101 0 0

- ~ ~ ~ ~ ( -i U00f,0 - U,-1 1)',,lfI,-,,.,,,1

q o)',,-,ri , n' ),1, , 0,,o' of, ,1, 0,0,
of I,,0 - I (I . n 1) 1 ) 100

2~~~~ , 1,- 1 0 1 0 U 0 . *~ U 0 0 ,0 1

C.)vajfA~rlo4 )%RO S 0 C 0,0 VT AE L E1 0 R P K



o vrRF(4EiITPCFN RO-n)-0014-2

3 -1,-1i,-I ,t-1 -1 p0 O0O, OU,O,,0,0,OU l, , 0,,0, -1,

3 0f, 0, ,l,) -,0,, , 0 Op -I , -,,-, -,,-1ip

4 -1 0,0 O0 0,) 0-1 ,1), 0,0, -1i,0, (,-1 0, 0,1,-l ,0,0,

4 0,, ,tn 00 000,-1 pU 0 0 , 00,0,-1,0,0
') -1,I Ip ,- ,i- -i -iI0, 1-10 , )0 , U 0-i ,0,)00 ,0o0*
5 -1I,0), 0,0,00 , -1 vIII -1-1 ,O0 ,0 ,0 ,0 , 0,(0 , -

6 0101,,111,1-1 -100,,1,,,000-1 -10,0,0, -1,0,

6 - p10O00,-1,,,,0,,flIO1,p~U-,-1,po1,1,-1

71 -1 v -1 -1-10,0 OO 0,0i,0,0, Opw,,,-l, ,O, #(,I
7 O ,')0 ,0,0 ) ,,0 ,o 0,UI, 0 , 0,U, 0, 0, 0, 0 ,

13 0- ,f01 ,- ,0 ,O,1 0 , -,0001 , 0 00 0 ,
n -1 , ,0,l ,0 0-1 , ,0- I ,0 ,O,0 , -1 0 p () ,0,0,,

1 0,0,-i0 ,0,,0 0, 0 , 00 , 00, -I01 ,O

< o,,0,,0,- ,oO fn,,0,lrj0,0,0,-, I00,

(0,0,n,-l-I ), f,,,)0 F)P,0OO O'" i 0,O o
<0 , 0 ,,0 , (), - I , 0 ,( ) ,0() , 3,00 , a 0F 0,0 ,0 ,0 f

< 0 0, 1, 0 , , 0 , 0 -1 0,fl0, 0 ,O,- 1 ,0,0 , ), 0

< 0,00-i , I , 0 ,0 0 ,0 , , 1 ,0 ,, 0 ,0 ,0, 0 ,-,o

? -I 1 0 1 0), - 0 -i0 ,0,0 ,,001, 1 ,00,0,0,0,

? I I o o n , 0 , 1~~~~4 ) , ,0 0 )v0, ,- ,o,0,U,



%IAV VTk I If [PrF1 4 -1)-(u 14- 2

C ,)- -1 i-i -,o0000O

1I 0l0,0 I, ) 10,3 0 I)~

C 1,,,() , 0,0,0I , ,- I003U-,,~ ,-,1- -OI

C ,o (,.),o 0t,- 0 3010 00110,0,0,00,0 ,l

I -1, 0 0 0 ,0 ,00, i, - ,, - I , , , 0 , 0 ,, () , I,0

0,- ,0,n,0.0flp0=-I #00- I-,- - , -I ,0-, -, -0, 0, (
(I -1, U0 C) 0~,0- Uo- , 00-1 0O, 1 0- , 00

*~ 0.0,0),0,-l ,-1 of,0,10,0,- ,-,,09 00

F. o, ),l0,,,-of90O, ,1,1u 30 0,0 o,-1 0,

I 10 0 0 1o 1 0 , 0 1 ) 0 ,0 , 1 , 0 ,0 0
C ,0u-I,30 ()l,,,-,0,, )0, 0 0-10,1), 0,0,

I~- 0,0 (C,,), 0, -I,- r,), , , ,,00( 0) 0,0

HA 1 0 ,, -1 *o I

1 ~ ~ 0

T ), I = I -

P -1 1) 0,0,) ,0, 0, , _ 0 U ,-l0,0)0,0,fl0,J

K u

0 u j 0 0 o n r



'4AVTPAEll PCF.N 80-D-0014-2

1 0 ,l,1-1 , -l1 -1,-1 1,0 O0 10, 010)0, 0 000,

S

01 O,- 0,00 18 0,10,I ORO1 0,0,-1'1- -Ii,-I0,,-1,0,-10, 0,,
T -1 -1-1,,-1 #-1 0-1 -1 0,0,0,0#,O,0,- j .0,0,10,0
T ), 1 0 0,0, 0,0,0 0 -1 0f) 10O, 0 0,1-U00,,,I

T 01(,,-I 0,-0 '0,0Q,0,0,,-l1 0 ,00u, 0,0,1,-1R 10,0

* Y) 1 0000 , -i1 ,0000101 , 0, 0 , 0 0 10#=LIOIOP
y O0,-,0,i ,,n,,o,,o,u,,0, 0,0o,3, -1, a nt,

-1-10-1'-1,-0' -1 '=1 I ,0000,,1,0,0,0,0,0,-1,0

x 0,3FOR- 0 I o,0,I'01-10,0,-10,,OO Ow 0'-,),0,

0,0,InIn,0),0 =I0,-1 I R0,0, ',U l 0,10,010,0,0,'1 0

0 0, 01- In 1,0,0, ,0, -I -(I)O' 'I , 0, '()0 O m 0, OR pop,0 0
Y 0, ()0,-1 '0'0,-0'000, O00,-1,0,0,-0,00,0-10,

J 0, -1 ' ,,00,0 ,0,0In,-i0,"10,'a, 0,*)'''1-I= I-I0, -I
C 0),0,0,0,0,00,0,0f,0,-IU,0,-#,t,1,-1,-,/
I 1 t1 ,) 0 0 0 -CI I . ') O - I - = = o

O ,0,, ,,,), -IO , , ,,j0 ,O(,0,n. O
*0,006l0,00 00,n,0,0,,00,0t #p,0,0, -t- ' 0

* ,,c,,lO0000000000

* ,0,0,0,0n,,4.,,,,o,o,,n,,D,0

*0,0.,0q,0),0,0,),0,o0,0,0,0,0,0,0,I

* *0,0,0,0,0),84,69,82,82,65, ?J,78,0,0 ,0,0,0I

4 0,0,8437), 6 , ,0,,0,0,0,0,0,,O

* 40P



•AV rRA o:l'l[pCF" 60-D-OU14-2

0t e ? , 0e ? ) s 86 "i9 A2 '4 61 n 3 o 0 , U , )e{Je1

) 1O,,eO,,O .3 ,, 0 ), , , ,DU, 0 J 0 ,

0 1 , 7 1 )0,6 1,1 , O , , n, 0 , , U , O ')

-1 , 4 , 9), A, ,9 ,4 6 1,O0, 0 , , , L, , 0 0,O

,0 ,, ) , 7, , , 7, 9 ,P 0 , O1 0 , C, O, 0 O

0 f ,0 8l, l 9, 27 4, 6 , 0 , , U , O, , ,

* ,,O 0 , 0,6),0,. 000,,0,0,0
* 0 ,f, 079 , , 9) , , 0 0
* O,,8,9,S n,.qO,6 ,0],0D,,,,U,0,0,0,,

P 6,,72,7 , 4, 6 1 ,0, 0, , ,0, , 0,0, O,

1,*, 0 0 0, ,0 0o ,0 , ,,0,010,
0, , , 1 , 7 6, ,5,69 ,70 , , 5 , 0,0,0,0
()(, 1,i,9,,O,6 ~~nooc,O,O,o,

* 0,0,70 ,7 1,3,(, 3,R4, 2,, , 0,0,0,0,0,0,

0,0 , r) , 7,73, 9,7,6 ,3, 0 ,O,0, , ,0, /

* 0,0,,0,),,0,0,,0,o.0,/ 041 0"0

0 0, ni,7 ., 7 9,o q () 651, 0, 0 , 1), 1),0 , 0,0 , 0, 0,

4 014/41 1



APPEND~iIX Dc

')ICC4AR.Vnp

D)(CCHAR .F,'I

T41S ROgrTNF TS r~iE CHARACTE~R r.E'lFPAf,'R FJR THE f PC1)Mc'r.
CT'10, ARRPAY i-rEXT IS G;PwAC~lu FRJm T,4 ARRAY ASCH iSyNS

TAE~ INPuT r4AWACTFER STRI'LJ /AIIA4LES AN) TLIJSE STQIs4Gr,
c ~GEPNFAf'V kAY CHCONV. TrFXT IS £f4EN RFAO)Y FJR OUTPUT
C T )TP'F _ICfl,mvr fiY A SF'DAIRATI DIC"OMFD Cfl 4T~r9L H'JJTTMF..

C CALUIiG 9'10TVrF.P: IjAPFC!FI~FF) DlC]Mv .r) cmr R )L ROUTIN4E

c R ) I I T I hI C At, I,tI )? S(IbR1)LTi~k CHCONIV I'J CHCOuNV.FDR
C

CIJPiIT VAR1AIAI~a.'S: A - 5~~ v CD x roAPjNt'F,
4 - *SON VL~CrflR Y' -UP0NEJf

CC - SUM V EC T r 1 Zf m. CP')N E r
CISNT - SIZN FLA FRPv,' SUri. CH%'ONJV
C ix - x PisTriJN OF~ SCENE CENTEP

* zJY - Y P)Strlr)J OF- S C E
NCR - DATAfiASE CDJRDIVATE: SCALF F&CnRfl

CT-JPJT fRRY5*: BCHTSr(') - CHIAR. C3V RETUR% ARRAY
CFrT..SL(R) - fARASE SCALE FACYOR

CGR H )R 9)
C (fRASZ(9)-

C 5'!RAVKR(9)-

C O ~qlT H 3) %1i1'4T4 Iojoli APJAY
CR )CHJR C 9) - fArbAAS' SCAIjr. FAC-T3R

C RI)CTP (9)

5 J N 1;H(3) SLLJ SHA()1j4?-yiS (JR '41
FNPH-IR(J) - )iATArkA.SF SCAt.r. FACTIR



c r WSZ(9) -

C TiERTP(9) -
TEPVFR(9)-

C rrI~C1~ -TITLEF CHARACTE~R SrRING,'

C VI1)JTPUT \A14iqABLES: IFGT - iFLAG FJR REAL OP TGECjv

C ITST - LNTEGER VARIABLE FUR CONVERSTON

C RrST - R~EAL v'hRIA' LE FOH CJNVERSION

C JJTP~jr ARfPAYS: ITEXT - DICOMt.D TEXT ARRAY

* C i,1CAI, VAIAAIPS: ICHDEX - ASZH ARRAY CODE FOR CHARACTER
C P40 - Pi)liTER T3 FIRST NON-ZERO C4AR.
C K -03 LOO)P COUNTER
c KI-

C K 2-
C K3-

C W3DFX - CHIARACTER PLACEAE4T POINTER

0 C K4 -on0 Lonp cojNrER
C K4DIEX - CHARACTER PLACEmENT POINTER

C KK - CHARACTER PL.ACEMENT COU14TER

C LCAL ARRAYS: ASCH(17,39) - TEXT CHARACTER APRAY
C CHTST(9) - COAVERSION CHARACTER ARR&Y

C ICH(7,Q,51) -C4ARACTEP SET ARRAY
C ICHI(7,9,22) -PARTIAL CHAR SET ARRAY

*C ICH2(7,9,29) -PARTIAL CHAR SET ARRAY
C NCRCH(9) -NCR CONVERSIJN CHAR. ARRAY

C SUNA(9) -"All CONVERSION CHAR. ARRAy
* C StNB(9) -"B" C3NVERSION C4AR. ARRAY

C SIRNC(9) -C"CONVERSIO'4 CHAR. ARRAY
C XPOS(9) - "IX" CONVERSION CHAR. ARRAY

*C YPOS(9) - "JY"l CONVERSION CHAR. ARRAY
C CHOATE*9 -DArE CHARACTER STRING;

C CHTI'4E*'i FULL TIME CHARACTER STRING
C CHTIN'*5 - Hs:MIN CHARACTER SIRING

C NITE: THE FflLI,OwINGc VARIAbl-.S AND ARRAYS ARE %or uso'

C BY THIS ROUITINE RLJ1 EXIST DUE THE USE OF C0mMON

C "1LJCKS WHICH 4HAVE VARIABLES OR ARRAYS NECESSARY
C T.) SLR~RJITINE DICCHAR:

C)VK
*C I["' 0L R

C I F I
C SKYSCij

C TPC(2)
C IRVC3)

* C
CFiR MIORF, TNPJ)r~kATIl4 SEE:

C SA. 4. RICHIE

* 412



- A Vr RAtJ 'r)PC'~ 40-D)-001 4-2

C PA: 677-7h21.

C L)Ti: rjAliT RP'ITS J : I S EP AlI

S~tikOUT14F fnICHVA

C'1ARACTR;R*1 PJU PslLN(),UJ.()
*sljiJcCq), JcNC(.H(), rERSZc9),rEPIfPL9), rFW4.jR(9),fERVEP(c)),
* H)r-z(c) ,POCTPC) q,R:1CHOP(9) ,RPCV R(Q) ,GRASZCO) , UR.TD(q),
* iA4ORC4) ,GPAVIFP(9) ,LAKSI2) ,LA"(ASC5) ,FLnD$.(R) ,FT:SZ(g),

C iARACTIWR C1DAT*9,CrITr4#,HTlM*5

RYTE ITXrFIACG
IATria*.P*2 NCP,(CL'lo(R,IFIP,IIVC3)

C

c

~~1" FVtjVA,>JICF (ASCH(7,4) ,XPJS(1) ),

* ACH(9,S) ,YIC)),'rko~) (A5CH(,SUIAOC)), )
* ROCTP,7sJ ()),ASCH(U, Rr).SIJRJC(1 ,
* CASC C , J R CvER14C)) ( ASC(9,2), :;RSZ C)),

*(ASCH9,29) rATP(l)) , (ASCHl(9,2b),GRAH1.C1)) ,
(ACSCH(Q,21),(wAVFC1 )),CA3CH(1O,3fl),LAVSC(1)),

*(ASC.H(q,3% ~1)LKs3l)(ACH1l,7),FSl(1)) ,

* C4SC C') ~R) S~~:FU l)) (AS(:H (11, 39) ,SlJN'3D (1)) ,
$ CIS-HC2,I),TrT F-Cl)), ,C',CrCk,2) ,C~r!IE~),

c/C-,. r, v /T F 1r , i sI- 'i T , ti0 Ls , i , X

C~~~~~~4 3A~/'~1/EIP



,.J~v rRAF,lI PC: i0-r-0U14-2

OATA IL'i01/34/

CJ)m f4 N/)ATAA/Nlfl24,TlFF'1(3,2),T0FF2(3,2),SCALE(3,2),
4 liRFLD(3) ,SgI4,CflVMkRG, IUOV2,KSI,KSI4,KSIS,KSI7,KSI8.

* IFrSTY(3,2) ,SP4 DASR0Atol32,A ,4PIL1 LSCAL,
#I4iAVSCAE 4

I1CLOJ[) 'DATACH1AR.FIR'

TTST=IX
CALL CHf!24V

TFCIS1lT.E).0) ASCH(6, 4)=0
DV) 10 K=1,9

IF(BCHTST(IN0I).NF.4H) (G3Tc 11

r)) 12 K=EIJI,9
KK=KK,1

12 XPOS(KK)=CHTST(K)
Dl 13 K=KK+j,g

13 XP3JS(K)=ShI@JA(IO) ! SUNA(10) IS '0' C3NSTANJT
i F ST =I Y
CALL~ CHCONV

DO~ 20 K=1,9
ItiD=K
IFRHS(N)M.b GJT3 21

20 CJNFI 'J 11 F
21 K=

DO 22 K=14D,q

22 Ypns(KK)=CHTST(K)

23 YP0S(K)=S'INA(l0) SI'NAUC)) IS '0' C.3NSTArJf
I rST=N4
CALLt CHC3rV
D) 30 K=1 9

I iD=K
[P(CHITST(IN0).VJE.48) GIT) 31

30 ClNTlfJUE
31 K=

D-1 32 K=11,JP,9
* KK=KK+ 1

32 NCPCH(I(Ki:CHTSr(K)
0) 33 I(:KK+1,9

4 414



N ; v r , A FT)j[p F +  / l.Oj14 2

33 (<): ', (lr) ' Stro;AC1. J) IS '0' +',r 1irA .T
I F"-T= I

R rST=A
CfL, CHCT):V
Ir( IS':T.¢ AS1 SCH(6,t) =45
I S.[JT. .,I ) ASCA h6 )- =

D ) 4) k=7,1,-1

tF (,C,,crsr(K).. .4 ) rJT-J 41
40) C )', T hTJ 1. ;
41 K

D 4 42 1.= ,1

K K+ I
42 S J,14A (K)=CIITcT (K)

D ) 43 K=KV+I ,)
43 SJA(K S'i,(C) I A. t(i) bS A') Ci.STAN r

R rsr=;
CAL{, CHt:J';v

I (TS'i.Ej.1 ) ASCH(b,7)=4:
17I ( I S','. '. ) ASC 4(6, ) =0
013 5 0 K 7 , ,-

I Jf)=K

I (, rs r IEli)) A Jk.4d) G TJ 51s0 C )'J ri,.+tJ R
s1 K K=0

) ) 7K= 1 0

52 S J N,; ( ) C4TS ( )
r) ) 5 3 KKK+lI ,u

53 SJ'P ( )SIr,(0) SJA(1O IS "3" C. 'ISTA:, r
p rs r =c

CArL CHIC )l v

L.j &0 =7 ,-i
T "fO=K
t+ (FJr'rsr( I'+:J).' F 4 ) t..jr") ki

4r C ) JTJ ,F I y 4.C

)1 K1 ,= )

2 SJ' ( 4 r ,F r (K)

i) h =<W+l t4
663 SIJ';C(K0=Sli A( 1 ¢)) I ,''i"A( I ) iS "'J" C1 J TA'&

T~r

I rs r) s t a

CAL L, I. 4. 7

f) K )

1'4T- N



d4AV~kI.:'IJlPCAj RO-[)-OI1-2

70 C )T I 4I
71 K=

D') 7? K=T~.f,9
K=K,Q+

72 LAKSC(KK)=CHTST(K)
r00 71 K=KK41,9

73 IjAKSC(KK)=S0NA(10)
r rST=:IAASCAb
CAUL, CH-Cnriv

Do %90 K~lD9

I~(H~r(1iD).~.8) SOTO 81
80 CA NT \1 1 F

82 rAYKAS(KK )=CIJTSr(K)
n~3 83 IKzKK+1,9

R3 LAKAS(t(K)=5IJNA(1fl)

DDJ 600 K2=3R,39
inl 9,0r) K1=3,17

ASC'4(K1 ,K2)=0
600 CON TI NU E

CCALL 1t) SYSTE!' Si1 RIUTINFS FOR DATE AND TIML

CALI, OATE(CHu)ArE)

CALL T14E(CHTTM4E)

c FEWr ITFXT .TTI CHARACTERS POINTED 4lY ASCH
1 P.,(4 D= 1 9

4 07I InnO 't=1,1FRJI)3
Or) 200 K2=1 17

[FCASCH(K2,Kl).&2o.32) ASC'1(K2,KI )=0
K3PFX=CK1-l)*13 +.2

ICHoEX=ASC4 CK2 ,K i) -42
4 DI 30C) K3=1,9

0 1 10 1) K 4= I, 7
JF(ASC'i(K2,t(1).W .0 THEN

IT EXKT(CK 4,K 40FX K, K3tK 3O$f) = 0
F

[TI-KT(K4,K40FX,K34K3nEx)=[CH(K4,K3,C4DEX)
U~ 1:~ ) 1 F

203C)NTIN1,1

O4 1 h



.AVT'dK 'i ".l'r>: "-tI--GUIlq-?

10 ) C J'JF n ".

I --: A, i.) 3

v j n

'3

41 I/'*1 a



)~~~~ r A C .4rr A..K -~.~~ A C 4r v

C. C'. 'i fr ; T -

.4 r p r A - F -. l,

I. rl;T IFV fA Is A. i T i ,- P, Fj 1i P1 CJ 4 S T

C'~q~ C-,- PST N1 4 ~ ~ ~ :

1 rI vi sL' LI V FI '

p. A i A V R

S



A4 V/TR A Kr); r NCEN k 0-0-0(j 1 4-?

C,) (Ali JC:J'jV/ iET, TTST, RT,3CH IS r , 1S4T

IEGT=l '1EA~cv PFAb Cr)NVFT,IKC'f=UIEN INTE2GFR 0'VR

TiN~T=l A-4tls PiECATIVE VALUE OF vA'RIABLE
Tir =o AEAPIS r'IS r] vF. vAE.JF flF VARIABLF

TiNTr=()
r) ) 30 r=I c)

30 BRTSTCIVOA

C I JTEGEP ' Cr)NVEkr 9 q fIG]TS CAPACI lY

TEC ETST.*LT. 0) tgrlT:1
i FST=IA-A(ITST)
T R1=ITS r
I'R2= [TST

T wI1IR 1 / 10

TP?=1R2/1 0
PCHrSTC1W)I=U4+48 48 ADUED To GET ASMi CODE~

1') COTrINU'E
G,)Tj 20

aREAL CliViERT FIR IRrSTIIl 7 DIGIT CAPACITY

100 TFCRT,T...fl.) ts'.jr=i
R I'ST=ARR CRT s 'r)

r)) 2( 11T=Iop7
kNrSl=PTST*I0
1R1=141*1I

ACHT5T(I)=,JMA4R I48 AUDED TD GET ASCII CODF
T PI k T ST

20 (,') NT 1'4 11

P K T I IP Ij

E a

420



if X

I I AI - '-'2 rI " '- -) i 1 ,i . .

r4K TIj-' , r 
FIR

r2 ) IC' I '1 r ' ' %4 . ) H TI [)' , ,,

f tr-" 'r'.' ![: F 'K , 'r Ak "' K [, ; ' &

f 1 ) T, - ; Tl ;'-" " T " ) ~ , " , ? f-, , :, ,] , , , .'

C. -4 ,7 : f'T) 1 " t P -'.)r' ,A ,4A9 Ff'

' 1' •. ,) T4~: ~ ' > ; AS~<I T ) P P'. F

I 1 'J~~~f,1 ' )- "'t.A,:(II '1fIT 'Y. T 1I'] 4'1Ij *.F'1"
r r ~ r .r i.* '

I~~~~~~~~ ,r y - " kr " "',

I C * T V ( V

T rA r F :;..

v r

C ' 3 ' V7 't / Ir

." ,' ' ' " 1 ' " , ! ,;

C I ' T "2"1)A'SI!., ' ". """' r-'v

TV * . I. r1 r Ar) ['"

T i r

ti



A V rP A I)' I P-EN 9 -)-lOU 14-2

1 0 flA T

G j E * T A 7 4 A
;. rn i

C******* F.1 ) 1 ; 1rd PArTZA r J71 ****,****'*i*******

r3:J F P FW= '7 7 5 7 7
FA JF R;,=)0

C*4[*;**I\J4PiIT FRIA TEP AiTJA *********$****4*s#
NL1lJ=51?*

TYPF*, '&JfTF:R *ryPF O)F Fl'L: PJLARJID=O; 35'inl.'
Acc%-Pr*, T 1V

A. 9j V,., K T = 0
lF'(TTXTF'LAGo.E). 0) WJrEL=12
Ew ( i rx rF'l.AC;. ED. 1 ) rILK~bR 2

VOFSFT=1 01

q ~AELF=5 12

RHlFSEI'=96

'4 EL P:= b 8 2
M' 'D P; = 2
HDFSET= 5

F'4r)T F

T'?PF* 1 ' ER T14F '111iI3FR OF f)IflE PASSES
ACC-PF)r*, TPASS

C*#*****F4Dj TNPIT FW)rT~I.lo***$******~#;*i***
C SCFNF 13 F'TLT:RG:tP P) FIWJ ANJY '4ISSWI) PIXFLS

C NI1TW: THIS DATA .4AS FILTKRFO JUSt tiFF'OR FilG AlkITTEN Tj
C 'E,1H~( TH : P tCT;IRE CRE.A1'-, 43J1IINF.. 4P, ICWT(

CSTILL! C1IJTAIN.3 THE PIXE~l'S 'SUJN RAT Ir4IJFX H~AS A S2ALEl)
C ~ VALOJ q v AflY F. JP ;)TSPIAY,

JF'ClTXTC;IjAG.'.fl.0) ;Dr tio
r(PK:*,'CREAT~V- rwYT ARRAY'
CALL F)lCr7;AP

1 10 P ) III UYRS=1 ,512

I R =

422
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1.0 h112 W3.

26

I1.25 111.4 1 1.6

MICROCOPY RESOLUTION TEST CHART
N*T10A. Sungu OF STAWAM - 1*62 A



IP=T' l0FX~l3S,TY3S,3) SKY

F LS K IW( flAIJF*XC XFS,IY'-S,2).T.TJVXCIKiS,lB..S,1)/,,)
*'r qF.j

'i) I" IF

222 CJ'IJTJ IMP~

D fl 11 K S Z1 5 12
I) 1 14 K SA t17 0

114 (7') 11'1 W F.
t12 D)) 333 KK1~j1PASS

, ErT( & Aur4c )AIA r rN: CITCr)l-AE['
V L0nSE.T C A 1,L n4 7 C -A) fn

CI ) rla-'Aw rHFE COMMANO BrWFFR,
C 2) fl frT THF T)ATA SIZ . TO) 8 '41TS,

4) SFT~ TH4F RiFSt.)[,TTJN,
4) S FT T4P, PO!,ARITY TO iD)RMAL, 4101

5 ) 5;r! LI JR;AR srEtis v4. ;)ENUTTY.

CATAu FWir'IP
C T-AHF )I1!TI A'*J' VFR~TlCoML O)tSETS ARF UlVEN TO

C A 1 ,D4 I)7P'1 0 C

lb9 C A G147 f S F5
A 1, , 04 I, v i

P')h (1 4 '1 T ~ 1

CAL, V0 Jr

T~~~ 7 .1



JAVTRAW. .VTPC~2r 4O-D-onl 4-2

4CQ,(2)=2*KVS-3

CALfI LT FRJV~lS

CAI-b fl47P'S(H'OFS~f.)

D-1 44-4 .YkS=5j2,l,-l
* c voi~ir CHE2CKS riiE STATUS JF THE DECIMED muFFERS,

* C I YHSS=O
00~ 555 IKf3S=1,512

*c C Y13S=[YRSS+1
C R=IBEIX( IX4SI Y S,K VS)
IF(KVS.P,*).3) THEw
[(Tp.(;T.4*IPhJIFX( rXHS,IYtiS,l)) IR=415-IP/4
IF(IR.G"T.255) IR=255

C THIS AKE THE SKY A CONsrANT BLE Blir WHIITE FADES
ISHI~r=25b*(IR/128)
BU71 CIXBS)=1R-I5HIFT

555 CflNTI'lUF
CALL, VI')JT

CALL, "PC"IK
666 CONTP'JUF

rfPE*,'PASS',KKI,COMPLETED'
C SE~T THFf FILTER RACK TO NEUTR~AL,

NC3L~( )=0

333 C~JNTIUE
IF (ImOvoE(D.1) TARN

T*IPF;*v Inn YOU iEED A FILMb ADVA4JCE? YESuI'
ACCEPT*, TADV
IF (IADV.IE).1) CALL FLLJADV

TYPE, 0 ll. END'

40 Rw.TiJRN

424



4VTRP,!)II IPrFN HO-r0-001 4-?

CTA4TS t'PJrPF. rtLrf.qS FOR T41F ;ENERATT0,q OF A '8TRDIS-EYE
C VIF~w' 71V T Hi DJATA HASE. If ALITMATICALLi AlLI~gS TLE

PTCTJR& rr) -iF sE'4r r, L~c. J)ICOI~Fl, THEREFOHE SA VF THE

WPITF AtV) i-EA TIMES T'JCidRRFD IN THE PAST.

-

C D9i-CbARA FIIN5 Fo ilc rtiRF '3E0ERAf LiV'l

Cr4AIPAT7*1 XLK)S 9 ,yprS(9) ,SLI A(9) ,SUN A4'

* NJCSZ('d) ,P~iCIP(9) ,ROCH3R(9) ,RJCvERC4) ,GRASZ(9) ,GPlTP(q),
*;, C;A flnk4) ,GPAVFR(g) ,L~IKSC('U),LA"kAS(5) ,FDSL(Q),Ft,!S7'(9),

C iAPACT >R Cr4)ArF*9,CHTI4AF*R,CdT 4 41*5
c

DPA kE11-14 J iTt (2Sh~)

TITF(7T1 *2 IF11JFX(512,5J2,3) ,lRV C)

C IA'A3-. S JlI /A, h, C, S\!A R-SKY SCli,P IVSK

FYTF jr3(s17,'iI)),1flAr(5i2,512, 3),fTXT~tAS,ASCm(17,39)
C ~'1/r"I2/ 'C-i, irXTFlA',

4 2%



*JVT UIPL1~CEN 80-D-0014-

It~qrc.R*7 JIATI (512,256),J)AT2(!)12,256),Jt)Ar3(512,2S6)
E:'UIVI,E'4)CE (, IPP( 1)),*(J, IPP(2))

E; (JOA3,lr.NCT(1,lD,) ,(DrolA(,12

C

C
C

* C
IE>lUIVALE 4CE (ASCH(7, 4) ,XPUS( 1)),

*(ASC4(7,S),yPfslS()) ,(ASC"4(8,6),SU'4A(1)),

*(ASCH(m,7) ,SLRC(1)),(AS4(,1),STERC()),
*(ASCH(9,t),TcRCH()),ASC(9,1),ERRs()),

* (ASCM(9,.13),TP:VTP(l) ) ,(ASCH(9,1) ,ERIOR(1)),

*(ASCH(9,19) ,ROCTP(1)),(ASCII(9,2U),ROCHDOR(1)),
*(ASCH(9,21 ),RflCVE:R(l)) ,(ASCtI(9,24) ,GRASZ(U)),
*(ASCH(9,25) ,GHATP(1)) ,(ASCH(9,26) ,GRAtIOR(1)),
P(IASCH(9,27) ,GRAVE:RC1)) ,(ASCHI1030) ,LkKSC(1)),
*(.ASC'4(1 1,31)o,AKAS(1)),(ASCH4(10,34),FI.DSL(l)),
*(ASCH(9,3S) ,Ft,(SZ(1)),(ASCII(14,37),SUN'SH(1)),
*(ASCH(1'),38),SUeJFTC1)) ,(ASCH(11,39),SU4SD(1)),
'P(kSCI4C2,1),T1TLE:()), (ASCH(2,2) DCHDATE),
'P(AScH(12,2),CHTI4)

* C

C
C

* C 4AKE 4 PAT!4E:S
* C

C PR~OGRAM iY: OR 3. W, PArZ ANbD Go BE:CKER
C P40'NE: 677-7621

C DATE: 6 JUN 1981
* C

C
JII=99917
EVi 1668 1=1,3
DO) 1666 J=1,2

IJFF1I,J)=JTIJ
XRA'J(JIll)

READC41 ,1000) ((JLAf2(I,J)#I11,512),Jz1,256)

TYP9!*F'DJE RE:ADING NOISE'

* C

426



JA V'TRA~K('J T PC4'.r 4O-rl-nl4-2

- -- -- -- -- -- lipoIr TkEXT PAR~AMETERS -

TfPE:*,'V'j)llTr' Y;)i' 1iK r' HF, IM PAkAM&TFR TEXT
GEPATE)?'

TYPE*, IPXF* TJA(fl'

T YP F* , ' TJr' HE FXJ1LAifoI4 )~UF5TI11115 wrTH A CIIAFCrER'
TYPE*,- STRI(t'; ('p. 6 %T-.3t Ii~

TYPi,'*,'$PJTEP TITLE 415)'
ACCEPf 6,T1TI.j
TYPE*,'RwJTFR TEf"RAI- !4IS~ PARA' ETERS-
TYRF* , * s TZE's {flI
ACCEPT 2, TEPS%

TYPE*" TYPPS 40)'
ACCEPT 2, TpEIRTP
ripE* ,' H(-IZIJN TA f SCA LiES 49)'
ACCEPT 2, TFRI4OP
ryPE*,' vsENICAI., SCAIA.S 49)'
A CCEPT 2, T R V Fk
TiPE*, 'EJTFR TRF9/R0CcK5 OISE P'A'A.MFTERS'

AccFPT 7, R 3 c sz

A::FP'r ,- aC TO
T YP E * , I HRTZONITAL SCAfS Of~I
ACCFPT 2, 'WnC;IIR
T iP F*, V FNTtCAU SCALIAS (9)'
ACCFPT 2, RI1CVEIP
TYPIV*,'s 'rTP c;'RASS/!,FAV :S MJTSW: PARAMAETEPSf
TfPE*,' S T7ZS (9)'
ACCEPT I, CRASZ
T(P * , I TYPFES (4',
ACCEPT 2, (l-PATP
TYPF* , 0 il1Z~~ SCAL.S('

AcCwF r 2, rPAH4CR
TYPVE*,' V EPTICAL, SCALF;S 441'
A C r .Pf P, tA VFP

rfP*,'~'r~.~VIEW) SLOCPF I A i
ACCEPT 3, FLrOSt,

ACCE-Pr 2, FlrlrSZ

A rC- PT ,

T F (S1 S 4(1K.G2.1J r.)r e 0
T Y PFt, 'E'1r~ o i'J 3HA r~Fl Pfl 0ST FA CTnPS (H)I
ACCe'PT 3, .5!!IF P
rypES 2 E si±A SHA004 SrCD #L FACT3PS 4W

A ACCF'Pr 5, S111459

427



N~AVTRAEflITPCf±N 4fl-)-ouj14.2

C an---o ---- -- ----. ~-------f -------- a

C
1F; RMWM 31)
2 FJRMAT(941)
3 F;)R4Ar(9AI)

5 F.)RMAT(741)
6 FORMAT(ISAI)
C

C ---aaaaaINP1UT .SCENtdE PARA -4ETEtKSm-mwm-mm-wn

TYPE*,'TYPE Y-OFFSET TO SCEN4E CENTER'
ACCEPT* *JY
TYPF*,'TiPE SA4PLIE POINT SPACINGAN INTEGER-

* ACCEPT*,VCR
TYPE*,'1'vop the oolar sun angle from the Z axis
* (DEGREEPS)'
ACCEPT*, TZDFG
TZRAD=TZDFEG/57 .3
SINZ=SIJ(TZRAl)
TYPE*,'Fvoe the cylindrical sun snqie from the' X axis
Stoward the Y axis (DEGREES)'
ACCfEPT*, TXND.G

C
C

TX.RAr'=TXDEG/57 .3
C =CO S(CT ZRAl))
A:SINZ*C!3S(TXP AD)
BRSNZ*SIJ(TXR&D)

C
C Wl:4I*3

S4ARG=S4Rr(A*Al.R)
S~IfVA8/k
COVNMAAGC/SMAPG
Iv)V2=TDCMSITY(2,2)/2
KST=SCAbE(2,2) *TDFNSITY(2v2)
KS14=3*IOFNSITY(2p2)
KS15=4*IDFNSIITY(2,2)
KS17=5*TDNMsITY (2,2)
K SI 8:6 *VIlEN.5 IT YC2, 2)

C
Il3RFLO(1) 2 00 00000
I9PFi1D(2)=60*5CAbE:(2,2) ITHIS SET'S REACH BOUNDRY AT

c ABOUT 90*2.5:210 UN4ITS 3R 21
C FEFT,

420



TiF 1 1) 1 1P RF ti 1)(2)15 0

DlI ti 3=1,2
X=IDE>JSiry(J Id)

11 f'1(41, )=1./IX
S4~4 rjV A: S i VA *
S-37D~V ?= ?3r)V A *

KI I 1 2 5 6
K?2=-256

01) 100 Jt=1,512
j=(j1+K22)*NCR.Ji
M) 1t)O 11=1,512

CALL. LRDATS(*116)
116 tg (IFIR.EO.2) fHEFN

CALL Z'RDAiSIR(*1 17)

CALu. ZROAT55I'R(*117)

TYPE *, 'IFIR=', IFIR

117 c~lrL~j'E

"7 '03 153 KJX=1,3
rMJFX( TI, 1, KJX)=IRV(KJX)

153 NTIN1

1000 Fl)P'AVE66 A 2
TYPm*'3 Tll= I, 7 TT %UF=0

I F(I I .V'). ) 5TUP
1734 TYPE:*, 'S4Ai~b 4F AAKF: A PirrTuF? CY:s:U'

ACCTPr *, IYF:5
IF (IYRS;.,jF:.1) r) rFJ 373

T(PF* , ')ATA v I1.L 4FE ,,rj rPUT TCJ IH b I CrlmP*u
CA1,r, APOICCAA

37 4 TP(.:.'r) YiP '4A,,r N) W) ANUJTt1Fk PjCTU;RV?UftS:1)'
ACCE.PT*, IAk
IF (T?1cl1)~ TO 20
s rnp

40 s rc'P



4VTkAIK.4IJTPCi,N RO-fl-0i314-2

APPEN!IX rp5

;CGlDA rA.Fr*

c EI"T~_ATA.FflRh

I VCLUDE ' P~IM .FO)R
1CuUDE PfAPMOIS~eFOR'

C:)MM4D/SJN~/A * ,C,SMARG, SKiSCL,,pIVSKY
C)? ,,DN/i)ATAPASE/;JlO24,IJFt'1(3,2) ,E')FF2(3,2),,SCALF(3,2),

* I3RFID(3),SfAr)VAC')V'AARG, I)OV 2, KST ,KSI 4, KSIS,K~S17, (SIR.
4 Ir)ENSITY( ,2),SR4JVA,s147nVA,Do401(3,2),W1,ti,LIL,LSCAL,

* NAVSCAU
I fTEcPP*2 ISAT, IDD, IFIP
I4TFGFR*2 1*%r)FXX,1NDFXY,

*TSAu,TJX, TNY,,Kr1 ,'L2,KI,3,rHj,KH2,KH3,JliL

0 1[MWNJ~J:-'I G(FT(4),PARTTr)A(2)

P(MEMSI'i4 ISAVl(3,2),4SAV2(3,2 ),1SAV3(3,2) ,ISAV4(3,2)
DEf)[M%1 51 4 TVSAV(.3,2, 4)

*(IVSAVI.,I ,-),ISA'V3), (IJSAV(1,1,4) ,IS A V4
F )U IV A 1,F ICE (GG;E T ,X IX),( T ( 2,Y Y G G E T( 3,X 2 X

*(1-GrET(4) ,Y2Y) *(PARTII)A,PAu.RTIATX) * PARTJDA(2) ,PA~rInArY)
cgmAONh /3RNp/ tI'KIy

C ivT~nNs ~TH ROfAD)S V40D 2 hifliSt rYPF.:S AND k!(LTlPLF RETUR-i

C II :r '4A'1R Cw.'.'TRjC C0;)l1IrF:s
C IV'P := .4i1RLr) (7TRIC C:) R0V4ATFh
C IPP = TP + IF
C IF IPP<() ;IPNP=TPP

E ~LSE IIP=[Pp+l

CCAIJLJT*,)C RrjfJTTI..: SPtKCIFit~D niCjmi:r C:)VRI)L RU0JjjFd

C ZRAT5.FIR

431



AVTRAEQUIIPCEN 00-D-0014-2

C CREATED BY PHILIP GATT AND DR, 6. . PArZ
C 10/20/80
C SIN(X)*SIN(G(Y)) + NOISE AND LAKES
C G(Y) IS SMALL FIR Y < 3000

EN'TRY ZRDAT5(*)
DATA C/,52870/,B/-.173648/,A/.492404/
DATA SCALE/.03,.5,8.,.12,2.5,31/

DATA wl/2.R49003E-6/,W/9.9S0406E-6/ !wl=1/117000
DATA IDEISITY/1,7,733,3,31,2483/
DATA LSCAr,/2/ , IWAVSCAL/47/

C IDENSITY(ITYPE,IVARTO) IS THE WORLD PJINTS WHICH MAP to OvE
C NOISF POINT
C
C SUN VECTOR FROM GROUND POINT TO SUN (X,AJYtd)

C FOR STARTING XE LOCATION USE 2000
C YE SHOULD B E TESTED AT -10350

C R-.25
C C=.4330t25
C SEE ZRDAT44 FOR (ABC) DATA STATEMENT

* C IDPNSITY(3,2) A.qD SCALE(3,2) ARt LOCAL VAR!ABLES ro ZRDATh.
C IDENSITf(3,2) OFFIVES THE SPREAD rO BE WITH EACH NOISE DATA V

C FILE.
C JDATi IS SET ,JP Tn HAVE AND AVERAGE PERIOD OF ABOUT 5 UNITS.
C JOATI: POLAR FILTER i UNIFORM
C JDAT2: POLAR FILTER 11 CUSP Fal
C JDAT3: POLAR FILTER 25 PARABOLA F=.b
C PERIOD z 1.8*FILTER
CJDAT2 HAS T4E SAME PERIOD BUT HAS BEEN ANDED TO GIVE REGIONS

C 4HERE NO VARIATION OCCURS BY THE ROUTINE CALLED PATCHES,THE
C MNO VARIATION REGION HAS THE JDAI2 VALUE SET TO ZERO,
C JDAT2 RANGES
C FROm -128 TO 127 AS DO ALL THE BYTE JDAT* FILES.

4 C JDAT3 IS A TEXTURE NOISE FILE HAVING A NOISE PERIUD BETOEEN
C 3 AND 4,
C IF WE SCALE 1000 UNITS TO BE 100 FEET AND WE ASSUME THE
C FOLL04I4G
C VARIATIONS:
C
C TERRAIN: 3no UNITS VARIATION = 300 FT. FUR ELEVATION
C TO REPRESENT RUTS AJD
SC GULLIES AND NORMAL
C VARIATIONS
C TREES: 256 UN.;ITS VARIATIUNS 25.6 FT. FOR CLOSE PACKED
C TREES " 60 FT INSIDE

4 C FOREST,
* C BAIC4FS, FTC.: 30 0IMITS = 3 Fr. BRANCH VARIATIONS.

C GROUND: 5 k~l'lrq VARrATION 6 6 IN. FOR FIELDS.
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c
C THERFFr:JRE, rHEiw F.AVArIQ0J SCALES RECJMF':

SiCA'J(t) = 0.03:; .03*256=-7.5>6''
C -SCZALK(2) =2.5 ;2.5*25b:"630 63'

C SCALM = J9 :59*25S=1900') l00

C IF GROU0f) S JFi 4 S 4RP: AWI'UT 5 AILES APARr I'HEN F'nR THE SINE
4 AVE:

IF .E 1j!ET T14F AyP ITLJPFl OF POb.(N6 HIULLS IBE 12,0J0 UNITS, WyTT

c nl-TEVIE'"q O)F THE PEJAK FLEVb.EI)N, THEN~:
C IDEI'SITyC3= (3000*lu)/3 =19,000 SAY 9973 (PRTME).
C IF TREES VARY F'ROM HIGH TO LOO IN AanlUT 30 F'T.-OR 300 UNI~rS.

riEN:
C IrEKISTTY(2) =300/3 = 100) SAY I1I (PP.IME)
C IF THE t3RANCH OTjmFNSIONS AR A90(11' JNL-HALF TO JNtE-FIFT4 THEIR
C L2'NGTH, THF'N

C IDENSITY~l) = (30/3)/3 =3
C IDE.ISTY(4) FOR GPASS IS 1 AND rHEPEF3RE NO IDEiWSITY(4) Is
CNEFDED.

C FI'ALLY, Tn G)IVE FFFECTS OF LEAVES, F~IC. A NOISE TEXTURE 4~T
C ROUNCY =3 UNITS IS ADDED) TOl THE FIELDS AND IREFS.

C C04PJTr TAE HEIGHT

-------------------------------------- CALCUJLATE TR(IG iE IGI4T ---------------- --

I PP2IlPP( 2)
X'Jt4jM+ C'4*IPP2) **2
DENIJM=) ./I .+A!3 ( 1* I PP2)

S4JPP=1 300*5I'j('WTPPI)
H=(XNU~m*DEN0'A -.R5)*?*3. 14159*,b
S IHV4S N ( H)
XZ=5WIPP*SNfiH+S00

C------ ----------------------------------------------- -----

FIFID1l

C
c Or) 197P I8ENl:1,3
C DO 197R IAFv\21,2

C TF'(IDi)X(IRF!il ,THE'2).-T.IDEt4sIrf(IBEN1,I13kA2)) rBE~rzl

c 'P*'DX[Y:,D(1f,'I'NI='IEST'

CTYP*, '.TEX ,lf':IP:', oxipP , I IDFITY',I,1IY
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C F>IDIF
K f03 1111 ITYPIE=3,1,-1
* ~lDK)((TTYPF',1)=0

C I0DX([rYPIE,2)=O
IDDY(ITYPE,1 )=O

* C IflOY(ITYPF,2)=0
ni 1221 IVArJ:2,1,-1
INTI=1O22*IP!ENSITY(ITYPE,IVARIN) ! 40DUUD VALUE F3R

NJOISE ARRAY
TIT2=512*tDP'.'iSTY(IYPE,IVARTN)

------ - ---- aCACUATF~ NOISE I NDEX VARIAL-m---.--
IIX=IAt6SCMO((IPPC)IOFFI(ITYPE,LVARTN)),IJT1))

C IF(IPR(1).E0.-16375O) T'4Fv
C rYPiE*,'IIX.TIYZ.IIlX,IIY

TYPE*,"BEGIN: IDDX=',ID)X

TYPF*,'4EGI': IDDY=',IDL)Y
C ENDIF

11'(IIX LT,. INT2) THEFN I1
ICQX(ITYPE,IVART4)z 1.IIX/IDENSITY(ITYPE,IVARTNa)
SX DFXCI T Y P ,IV ARTrN ) X (IrY P E, I VART i4) +1
IF(IUX(ITYPC,IV&RTN) .i0*5t2) IXDEX(ITYPE,IV&RN)

* =51I1
ELSE

IOX(TTYPE,IVARTJ)= 1O23aIIX/IDENSITY(IrkPE,
* IVARTN)

IXDEX(ITYPE,IvARTN)=Ijx(irYPE,IVARrN)-l
E14DIF 1

IDDX(ITYPE,IVARTN)=MDCIIK,IDENSITY(ITYPF,
* IVART14))

IDDY(TTYPE, IVARTN)=mDIIY,IDENSIrY(ITYPE,
* IVAPTN))

* C IF'(IPP( 1) .Eo-163750) THEN
c TYPE*,'SOIJPC:IDDY=',1r1)Y

* C TYPiE*,'SOIJRCE: ITYPE,IVARIN='pITYPE,IVARrN
C TYPF*,.SOLIRCE! iix,ir='e1TXIIY

TYPF*,PSOhJRCE: IDENSITY=',IDFJSTTY

IF'( IIV .LT. INJT2) THEPN 1
IrQY( ITYPE,lVAPTN4)c 14I1Y/IDENSIrY(ITYPEIVARTm)
IYDEY(ITYPE,IVARTN):IJY(ITYP~pIVARTN)*1

* IF(IQYCITYPE,rVAPTN) .EQ.512) IYoEY(LTYPE, IVARTN)

I0Y(lTYPE,lVART4J)= 1023 - IY/ID~iiSITY(1TYPEv
* IVARTM)

IYDFY(ITYPE,IVARTN)=fly(ITYPE,IVARTN)-I
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IN( I PDX ITrYP , IVA RT14) .[Lr.U) T~i~fo

TYP;F* ,Ir)I yoo:, i)Y, p AFTER IXDFkX, IYDh.Y-
TYP.:,-*'IDYX<O,IPP:',IPP,' 1XX,IIY=-,IIX,IIY

CTPEPTYPE*Y TINT=',rtjDDNT

CF 41)IF
I F ( IrP.J2 DHE n 2 TPVR--'.T0 H

I y 'J : T I NT T I , M5z ,IN I ~

IF(IPXj.bT.-t63TY) THEN1

IF (I IYEY.IT*.2) HFJ ! 7

TVTY:12I1YYT2*TX

4 IYY=I1SA'J3(P( 2),2)),143l) TiEI R ALULTEIR.
c ~ ~ I (4(!O:L.TDENSI THE (3 6SA 1 3

FLS ! FlW,"jTT6F

C IF' IFT SATIEY~T.[t'N2 THE !4~LT 7 'hS ( ~-S~

E (' S F~ !t 7

FN DIF !~ 7 'vPFJ~=R
IESE 1 2 TESTXXiT.FIYLDS

F I P,(, D )= I t~

PSAVFCTkYFIvFwr)=r r(xRKrPEIATJ T)YtT-P

IF i4OT 3ATTSFTF.1) TH "J 4t, 3AkL T A.F L) ,) E S q

C~ CIAGKI
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*I'VART4) ,ITYPE)-TSAVt(ITYPL,lVRrN)

ISA /4(ITYPE,IVART:'I)=I1DAT(LXDEXnITYPE2,TVARTN),IYDgE'(ITyPE
P ,VARrN)* rTYPF)-ISAV3(TrYPE,TVART4-ISAV2(IrYPE,IVARTg)-
*ISAVI(ITYPE,IVA'PJ)

C L)I3 ( ITYPF,1VARTI)=l./IDENSITYlTYPE,IVA~RN)
C D401 IS SE2T UJP IN 8PNEWIC DURING INITIALIZATIUN

*(ITYPE, IVARTNJ)*IODY(ITYPF, I'ARTN) *ISAV~3(ITYPE, IVARTrq))
*+3NOI (ITYPE,IVAr )*IDDX(ITYPE,IVARTN)*IDDYCIrYPE,

4 TVARTN)*ISAV4(ITYPF,IVARTN) )*DNJ1(ITYPE,IVARTN)

D~liZ:DIrIZ*SCAIEC ITYPE, IVARTNI)

TryPE:*,'tD')X<0=',ID0X,- Af DEbZ'
rypE*,*I[DK<O, IPPZ',IPP, * IIX,I1Y=',IIX,IIY
TYPE*, 'INTl , NT2w',TNrl ,i'4r2

FVDIF'
WF(IDDY(ITYE,VARTN).br.O) THEN
TYPF.*,'I00Yfl=',I)DY ,'AT DEWZ
TYPE*, 'IDIDY<O,IPP=',IPP, * IIX,IIY=',IIX,IIY
TYPF*, * NTl ,TIfb 2z' INT , 1NT2

C EDGE -F FOJRREST RASF0ONf' IJERD

IIJRD.Lr.77) THEN

ILOW =-IDE:NS1rYC2,2)
IHIGH =mILOW
IIN(rRT = IHIGH.IHIGAI

DO 1'557 IKRD =IL0W,IM1TGH,I.lNCRT
ItXl:I~iS(mflf((IPP(l)-567397+IKRD),INTXI))

TP'(II~1 .rjT. I.~rX2) THEN
IOXXl= 1 .IIXl/IYTX3

ELSE
IIXXI= 1fl23-IJX1/INTX3

D3 1557 JKRr = IL04,IHIcHpIINCIRT
IIYIlAiS(mon((IPP(2)-31797143+JKRD),INTX1))
IF( IT Y1 .rT. INTX2) ?'4KN

1:)YYt= I +IIYl/UJTX3

IIYt =1021~-iriY/INTX3
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IIERDTS7=1nAT(TQXXtl,[cYYI,2)
Il'(IERV'rST...77) THEN, FIELD NEAPk

jrx Y=TARS( TI-ITYY)
XX:IDEJsITY(2,2)

IF( ITIX.LT.,Jrtv) THEN

F r SE
X=JTIY/XX

FV V~ T F
EN D I F

1557 C)NTINIJE
DE .1:E Z X * n Er Z

F2 D I F

F>JDIF

EqnDF ! 2

1222 IPIL=IrYPP
IF'(XZ.r1T.IBPFLr)(lTYPE)) rtlpN m 9

C IBRFLmnC3)=70*SCAE(2)..lU0; BEACH II:
C ~IRFVl2)70*SCALE(2); ROCKS AT REIACH

NEUTRAU=zR/2 IPlcj=2
lRRFLaP(j):2000000U; F'LEiA)S AND FORErST Iplr.,=l
30 Tr) 101

EffPIF 9
C IE'IPP(l).FQ.-163750) THENJ
C TYPE*,'ID)Y RFIfR 1111=',IDLOY

C TYPEV,'BEFORE 1111: irYPE,IVARTV=:IITYPE,lVARrN
C ENJDIP
1 111 C')NM4~iJE
101 C )NTINUEf

IF(TPlL,6T,0)THFN ! 10
TYPF.*,'E'4o V1 YPF 601P 1680O0'
TYPE*,IlSAV1=-,TAJi
TYPE*,'SAVI2,)Z/flX=uISAV2
TYPE*, 'tSAV3,DZ/i0Y=,ISAV3
rTPE*,'llX,TXf)Xz',IlX,IKDt-X

TYPE*,IIvsrAVcrrY::=,SAVz4).P,xVSAV
FADIF ! In

IF(tZ.L'f.-bnl THI It

1212 I=5
EVgIlF 11I
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4IP(3)=IZ BEmNF=n
D1 1098 I9Ffjl=t,3
rnj 1098 IciEN2=1,2

IF(-IlDK(IE~1 , T3FZN2) .%lr. IDENSITY(IBEN1 I BEN2)) I3ENF'=j

IF(IDDY(IR.N1 , IR2).-2r.IDENSITY(rSr N1,IBEN2)) TSENF-1

1098 CNT0

TYPE*,'Ilx,IlDy=,,I0DX,IO)DY,' IDENSITY=',IDENSII~f
TYPE*,',IRENF'IPP,IPP, * IIX,11Y=,IIX,IIY

RETURNJ I
EIJTRY Zr4DA1~R(*)

C COMPUTrE r'F RFFJECTAN'CE
DO) 2211 ITYPE=IPIL,3
ISTRTIl
IF(ITYPEFQ.2) ISTRT=IVARSTR
D3 2211 IVARTN=ISTRT,2
IF( (ITYPE.EQ.2) .Ar40. (IF'EID.EQ).1)) THEN

CVE'Rfl
GoTr) 2210

ELSE
CVER=SCALE~( iTYPE, IVARTN)

XTPZ=IStAV4TTYPE,TVARTN)*0*J01(irypc,IVAPTN)
PARTIDATX:(1SAV2(IrYPE, IVARrN)+1DDY(ITYPF, IVAR1'N) 4XrFZW)

**DNUJ1(ITYPE,IVARTM)

PARrTDATY=CISAV3(ITYPE,IVARTN)+LODX(ITYPE,IVATN)IXTEm4)
$*Dk32(TTYP,IVAPTN~)

XlX=A!AS(PARTIDATX)
YIY=A' S(PARTIOATY)

* C
C THIIS CO4PIJTFS THE PARTIALJS FOR~ IRE FIELDS IF IF'1ELDzI
C Vin) flHFR RFGTJNS IF IP'TELD=0
C

IF(ITYPE.NIE,3) THEN
14u,L=ITYPE*IDENSITY(ITYPE,IVARrN)+2

1r(NCR.GT.IAULL) THE~N
PARTIDAfX=PARrIDArX*IM(JL./NCR
PART!DArYzPARrIDATY*I4LLL/NCP

ENDIF
E94DI F

CVFR?2 IPP(2)-IlFF2CITYPF,IVAHTN)
2210 C*INTTNJUE

P?RX(ITYPF,IVAPT')xPAPT1DATX*Sl5N(CVER,CVERI)
PARY( JTYPr-, rVARTN):PARTIrDATY*sr;N(CVER,CVER2)-

* 2211 C')NT1I 40E
PAr iqA TX :0
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PAH FTDA'CYzO
DI 2215 1221,2
DOJ 2215 TPAPITPIL,3

PARTIDATX:PARTIDArx+PARA(IPAR, I?)
PAPTIflATY:PARTIDATY+PARi(1PAR,12).

2215 COM~TTN~UE

PARTH2=XJMH*DNOM**2*wJI*.6*2*3. 14159
IPF(TPP2 GCT. n) THE4'

PARTHY=PA4Rr41aPARfH2
EL.~ IF (IPP2 .TT 0) THEN

PART4Y=PARTH1 + PART142

2227 PARTrIGXzl 3R0l*w*C0S(WIPP1 )*SNHrH

PARTZX= PAPTRIGX + PARTIr)ATX
PARTZY: PARTRIGY + PARTIDATY
RKMPAt=S)RTC1 PARTZX**2 + PARTZY**2)
TI=255*(-A*PARTZXaIB*PARrzXc)/RL MAG
X1X=A'iS(PARTIr)ATX)
YI1Y=AiBS( PARTIflATY)
X2X=A!RS(PARTR1GX)*10
Y2Y=ARS(PARTRI'JY)*1)

C SIMi' SH4A034IN!G SWIJLr BE RASED AS 4 UCH AS POSSIBLE 04
C MAJ)R FEzATUR~E EXRATIO4 FO)R AN APPR JXI'ATION OR ONI ExAcr
C RAYTRAC74

C I)X(3,2),I0h'(3,2) ARE~ INUEX POIN5TERS FODR TREE rEkTURES
C IflI~x(2),IYflEY(2) ARE DIRt.CTION 04J DAT4 B~ASE

C
C -- ---- a-a.---------- --ft-------. - ------ - m a - ------ aaa

C TF' TP.^?T,400 T0:1~ Sill S4400AINC TS AYPASSE!)
C 1IF IR.GT.40 THEN SIP: SHADON IS CALJCULAM~

C TIllS '"ni) VA1~ID FIR ABS(A).GE*At S(B)
I 4X=JQXC2,2)+4
S4X14Xl

I4YF:(It)Y(2,2)*JDFNJstry(2,2)+SB4!WA*IDDY(2,2))/
* I)FJSITY(2,2)

C SHOO'LO IT PE 564OVA+IrDY ,OR SHULD Ir BE SB4DYA*IDDY ?

* I4Y=14YF
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14YI=14Y41
IFcI4Y.GE.512) 14Y=1023-I4Y
IF(14Y1.GE,512) I4Y1023-1411

IY4JsIDt)Y(2,2)g.SB'VA*(KsI4-IDDXC2,2))
IDELTAY=IY4J-I4YF*IDENSITY(2p2)
IIOvJIDATCI4X, 14Y,2)
INOW1zIDAT(I4X,r4Y1 2)
IZSHDzSCALE(2,2)*INOWCINO1'.INOW)*DNOI(2,2)*IDELTAY)-

$XZ

KIDDTES=COVMARG*(KS15-IDDXC2,2))+.5
Ir(IZSIID.LT.KIDDTES) THEN 1

C NO SUN4 SHADOWING AY THIS HILL, TEST FOR NEXT CONDITION*
IF(IDnv2,GTIDELTAY)THEN

C USE IDELTAZIIDELTAX AT (14X,14Y) POINr

ELSE
C USE IDELTAZ/IDELTAX AT (14X,14YI)

IZSHDXIZSHDIKSI$CIDAT(14X1 411 ,2)-
* INOkW1)

ENDIF
ircIZSHD.LT.KIDDTES) THEN 12

C 4O SUN SHADOWING IET, BY THESE TWO TESTS
14X=!OX(2,2)+7 INO TEST 7UNIT S OVER
14XlII4X+1

IP(I4X.GE,512) 14X=1023-14X
IM(MX1GE,512) 14Xl=1023-X4X1

14YF=IOY( 2,2)+SB7UVA
C
C SEE LINE1030I) ABOVE
C

14Y=I4YF
14Y1=14Y,1

IF(14Y.GE,512) 14YZ1023-14Y
11(14Y1.GE,512) 14Yl1l023-14Yl

IY4JUIDDY(2,2)+SBOVA*(KSI7-IDDX(2p2)),.5
IDELTAY=IY4J-I4Yr*IDENSITY(2. 2)

4 INOWuIDATCI4X,1411 .2)
INOWII1)AT(14X,1411 ,2)
IZSHD:SCALE(2,2)*(INOW+(INOvdl.INOW)*DNOIC2,2)*

* IDELTAY)-XZ
KIDDTES=COVMARG'P(KSIB-IDDX(2,2) )4.5

IF(IZSHD.LTaKIDDTES)THIEN i1
C STILL NO SUN SHADOWING, TEST FOR LAST CONDITION

IF(IDOV2.GT.IDELTAY) THEN
C USE IDELTAZIIDELTAx FOR (14X,14Y)

IZSHO:IZSHD4KSI*(IDAT(14X1,14Y.2)-INO)
ELSE !USE IDELTAZ/IDELTAX AT (14X,I4Y0)

IZSHD.IZSHD+KSI$CIDAT(14Xl * 411 ,2)-
4 INOWI)

FNDIF
IF(IZSHD).LT.CCKSIB-IDDXC2,2))*COVMARG)) THEN 10
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Vf) SUP' S'4Aflr4IN LY THIS APPRCOXIMATIQIN
GO ro) 12435

E>JOIF 1
I> Fl7

F - I F
FJ D I F

C SUN SHAnlwIliG

C

12435 C J NT INI .
EqDIF

C FJI) SUJM SHAnwINr ASI) SON AfvGLF APPROXIMATIOJNS
C,

IF(IPILEO.1) TH4EN !TREES AND SHRUBS
C NEED SPECKIJE ON OUTLINE TO3 MAKE, PATTERNJ

C USE IO)AT(3)
I IX:IABS(MrD(lP( ),1022))
IIY=T4RS(mflo(IPP(2) ,1022))

I F CII X.,LT. 5 12)1' NFi

ELSE
I .JXX =1023 *I IX

ENUIF~
[W CitY.*LT.1' 2) 1'HFW

E ~ ) F IIYY=1023-TIY

N N V=.R /3/14~C R

IR=IR+N.qv
IF(IR.rT.255) 1Rm255

IR=IR-NNV
E:fIF

C SP:CKUF TK'XrJRE F'nR fREF:S AND) FINLJ DETAIL; NOISE FILTER=J
IF (IF'Ir.L.Fo.l)THEN

C F'1E(DS=!,23LI, !F;nDS NEFUTRAL APPRJX. IR/4

IRV(1 )llR
IRV(3)zI4

C TFSGREEN/ip')WN~; NEFDnS v-EUTHAL APPROX. IR/4
IRV I ):Tk
IRVC2)=(2*1R+2)/3
IRV(1)=-IRV(2) qA.IR

EI6SF, [FCIPlt,..E.2) rHwtJ !ROCKS AND rREES
TRVC 1)zIq
IRV(2)=( rR+1)/2
IRV( )=1kV(2)
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EL~SE SHORE LINLt
IPV U II !UPIrL.3 1LREE N

IRVC3)=IRV(1) !BLUE
ENDIF

RETURN 1
EITRY Z'RDAT55IR(*)
C2JMPtJTF SMwAILL 4AVE~S UN LAKE

C
C IF(IDAT(IflX(2),IOY(2),2).GT.-32) UHEN
C ME~D NFGLFCTS PARTIALS OF IDA? COM PARED TO TRIG TERmS
C PARTZX=3*3. 14159/24*CCOSCIPH4+(3*TPPC1)+4*IPP(2))
C * *2*3. 14159/120)+COS(IPH#(3*IPP(1)+4*

* C * IPPC2))*2*3,14159/60))*EXPC'IP(2)*.OO0t)
*C PARTZY=1,33333*PAHTZX

ITX.IARS(MODC(CIPP(1)4CIPP(2)/3))/IAVSCAL),
* 1022*65CAb))

IIYzIARS(MOD(CIPP(2)-CIPP(1)/3) ) ,122PL5CLj))
r(IIX.I1T,512*LSCAL) THEN

IAX=1+IIX/bSCAG lIox
IBX1l+IAX 1IXDEX
IF(IAX.EQo512) IBXz511

ELSE
IA~xI023-IIX/LSCA.
IBXZIAX-1

ENDIF
IFCIIYLT.512*LSCAL) THIEN

IAY=1+IIY/LSCA16Lo
IIBYxIAY+l IIYDEY
IFCIAY.ED*512) IBYz511

ELSE
IAY=102 3-I IY/LSCAL
IBYzIAY-1

F.NDIF
tSiIIfATCIAX,IAY.3)
ts2zltDAr(IBX.IAY,3) -ISI
tS3zlDATCrAX,IBY,3) -ISI
XIX=ARSC PAR rZX)
YI YABS( PAR TZY)

IF(NCR.GT.LSCAL) THEN
PARTZXxIS2/NCR
PARTZYuTS 3/NCR

PARTZX:1S2

C RMAGS(RM~ispRTzX**2RZX*A2PflY;* -
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TN=255*(-A*PARrZX -B*PARrIZY +C)/REM4AG

Il~mARS0r~n(I2)),1022TX

I,) XX =1023 IIK

SF ( IIY. ,T. 512) T IE N

12YY=1023-IIY

ENDIF
IFCIR.LT.120) THE4

Sr.S F
lJ V=IR/(O*NCR)

IR=IRNV

IF(IR .TT.3) TR:3
iF(tR rtr. 25Si) tR=255

IRV(2):fl
IRV(3)zTR
RE~TURN 1

C
C CREATED BY PHxrrP (;AFT A.I DR. d. 4. Pi~rZ
C10/20/80
CS1'4X)*5IrpI(G(y)) + :41S

C %0(Y) IS S4AALL FO1R Y < W0f

F*4TRY ZRDATA(*)
C IDENSITY(1) IS THF~ w')R~Ln PONrrS WHICH MAP ToONEP4 NOISE POINT

C Cz*433fl2'i

pEn
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APPENDIX OHt

TE~XT CAARhCT9LR SET

* ***
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* * ** * *
* * * *

* * * *
* * * ; * *
* **** ******* * *
* * $ * *
* * * * * *

* *

* * * * *
* * * *
* * * *

* * *
* * * *
* * * *

* * * * *
* ** * * * *

* *
* * * *
* * * *
* * * *

* ****
* * * * *
* * * * *
* * * * *
* **; * *

***** ***** * *
* * * *
* * * *
* * * *
* * **

* * ** *
* * * *
* * * * *

* *
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* * * * *
* ** 9* ** *
* 9*9* *9 *
* * * * ** *
* * * 9 * $
* * * * **
* * * * **
* * * * **
*99p99* * * * *

IC'4(...-, 37) LCKC-,-,38)z 1C14(-,-,39)

*9*9*9 *9*
* * * * 9 *
* * * * * $
* * * * * *
* * *9*9*. * *
* * * * *
* * * * **
* * * 9 *

9*99* * *9* *

*9*99* *99*9* *99*9*9
* * * *
* * * *
* * * 9
*9*9*9 9*9*9 *
* * * *
* * * *
* * * *
* * 999*99 9

* * * * * *
* * * * * *
* * ** 99 * *
* * * * * *
* 9 *99* * *
* * 9* * *
* 9 99* * $ *

* 9* * *99*
*99* 9 * *
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IC'I(',-,.46): -C(,',47): ICtIC,-,48)=

$ * * *

If h(-,-, 4Q)= ICI4(.,-,50)= ICH(-,-,51 )=

*

*4 14*

*- *.. . .
*i. . ...
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APPE2NOIX Dl

ALTERNATE CHARACTER CO~SrR~CrIoNs

*
* * * * *
* * * *
* * * * *

***** * *
* ** * *
* ** * *

* * * * *
*

* * * *
* * * * *
* * * * *
* * * * *

* * * *
* * * * * *

* ** * * *
* **

* $ *

* * * *
* * * * * *
* * * * * *

* * * * * *
* * * *

* * * * * * *
* * **
* * ** ** **

* * *
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APPENDIX EA

FIRST cIENERAMIN REALSCAN SOFT ARE.

APoenlices EB throuah EL contain the routines that are con.
sidered trqe first aeneration of REALSCA'4.
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APPENDIX Ed

PGBUF. FOR

C PGRUFSFI)R APRIL 22 1991

INJTEGER*2 ITEMBIJF(512,512)
CJNP4ON/IJF/ ITEMBIJF
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APPENDIX EC

PG COMO0ArI. F'OR

C PGCOMDAT*FOP
C
C T4IIS IS A CO;4MON iLOCK FOR THE R31UTINES wHICH* GEN~ERATE
C A PICTURE OF A 3 DIMENSIONAL~ SCE
C T4IPSE RO'JTINES ARE AIN~3D,SLCRFATE,VIS,SCAN,ZRDATA,pRDJ4
C FIlF'IL, -P'TSCFE
C LATEST REVISIONJ DATE: APRlb. 22 t981

BiTE ICIT(51?,512) .IOAT(512,512,3)

1%JEGEP*2 IOtT2(40,40),IXBSIYBS,ISCRN(2) .NCR,INT2(512,
256)JDAI(52,26),JAT2512256,JDATI(512,25b)

,,ICDDE',13THR, ICASE, INC,I4JCID,IEFE, TXY2,TDXYJXY2
C.)MMO0j/p4TG/IXP,TYP,IzP,IXE,IrE,IZE,IPOT(.3,3),ISC&LE

1 I XH,IYHI,IZH,IXPS,IYS,IPIC,IYPINC,IZPINC,IRBP~
2 ,IDIVI , ICom,IFILTERI ,IF'IiTR2,IRUN,I')UTI,IFIR,NC
3 IJPLDPNXPNY,LX,LY,IAXISNPIX,IUS, IVS,IW'S,LIPJE
.1 lFIL0I4,IFIDMl?

COMON/R/AL/GC(43)iC,LCRANKNKRAO'G,ALPHAV,
I SUMANr,,S.RA,AA(4,2) ,ROT(3, 3) ,PR:)J(4) ,CANGC(4),
2 CIAG(4) ,CoR(4,3) ,ANGFAcrDR,XHI,Z7H

CJMMON/FLAGS/ NADIR,LASTPf,IFIRST, TF'INISHLO, ICAS,KSL,
I TRESnLU,I'ATPAS,ISKY, ISTARI, lEND

C)3MMON/C)NiSTS/ICRASH4,JCON~sTX,JCJ ISTY,ICDNsT,KCOUPJT,
I IP3WR,gsf,IYS,IORIZNfI

COMMO4N/R[Jr2/ ICNT,IDAT,IOUT2

* (IP(1) ,IXP),(IP(2),IYP),CIP(3),IZP),
* (~IRRBJ,IR), (ICL,IRESJL),(IFC1) ,IXH),
* (IF'(2) ,IYH) ,(LNr2,tcNr) ,(JDATI,IOAT),
* (JDAT2,IDAT(1,I,2)) ,(JDAT3,IDATCI,1,3)),
* (IXBS,ISCRN(1) ),(IYBS,ISCRN(2))

457 /459



[ip



:i1

" AVTRAEDUIPCEN 80-D-OU14-2

APPENDIX EU

PGDATA.FUR

C
C*
C * SURROUTINE ZRATA $

C * DATA BASE I
C * *
C
C
C LATEST REVISION DATE: SEPrEMRER 30,1980
C PROGRA4MD BY: GERALU L. BECKER

PHONE: ORLANUO: 677-7621
C FORT MYCR$: 913/q95-7930
C<<<<<<<<<<<<<<<<<<<<<<<<<<<<>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>

C T4IS IS TO HE USED WITH THE DTCOfED!!!!!!!
-M<<<<<<<<<<<<<<<<<<<<<<<<<<<<>>>>>>>>>>> >>>>>>>>>>>>>>>>>>>,>>>>

C THIS SUROUTINE IS CALLED BI SUBR UrINE 'SCAN',
THIS SUBROUTINE DEALS WITH DATA BASE 1. DATA RASE 1

C IS 4ADE lip OF BLOCKS WITH 3 POSSIiLFE ALTITUDES. POSSIBLE
C ALTITUDES ARE HIGH (512), LbU (-128), AND GROUND (0).
C ALl( CALCULATIONS IN THiS SUBROUTINE ARE 4ADE WIT4
C INTEGER MATH.
C 1 2 3 4
C **$$*$$;st$***$$*2 THF F'4TIRL DATA HASL 1 IS COVTRED
C * * * * * 4irH DATA tiLOCKS AS SHOWN TO THE LTFT.
C $ 1 * 8 * q * ~ *1 RL1CKS OF FYPE i DATA HAVE A HEISH )F
C J: * 1* 2* 3* 4$ 512. BLOCKS OF TYPE 2 DATA HAF' A
C **$$********** HEIGHT OF -128. THE REFLECTANCE IS A
C F * * * * FUNCTION OF POSITION WITHI;i THE FRAME,
C * 8 # 2 1 1 * $ $2 HLOCKS OF TYPE 4 DATA HAVE ZERO 4EIGt4T
CJ= * 5* b* 7* A* ANI) A REFLECfANCE OF 4.
C D************* EFINITIONS:
C $ * * X* * CLASS: DIFE4FNT LEVELS OJF D!TAIL IR
C 1 1 * 8 * R * 2 *3 RESOLuTIN.
C * * * F * RAME COURDINAIES: M1 AND M2 VALiJES
C S**$$*$***$*$* 5PECIFYING T6E BLnCK BEING USED, EX-
C $ * * $ * AMPLE: PUI,4T X HAS FRA IE CUORD1NATiS
C * 8 * 1 $ 2 * R *4 lit3, 2=3. FRAtE Ct)RDINATES ARE
C * * * * * CLASS DEPENDENF', MI:B1,

459



'4AVTRAF!IlrPCKw' Rfl-fl-O'J4-2

C *******IP******ARRAY INtUICFS: PISTTI!34 vlfiiJ A (;TVFN

SJRRO'JTrF ZRDATA(*)
19CLUDE 'PCLDAT.FJP'
I'TFGK*R*2 IrDENS ITY( 3) 1 SAI,L In

*ISA%, [1 IX*tNY,KL,L2,KL3,KH41,KH2,KH3,IBI,
DIMFNSIOJ SCAILE( ).XOX(3),IiJY(3),IYDEY'(3),IXDEX(3),
SDVO1C(3 )
I 4TErKR.2 ISAVI (3),ISAV2(3),ISAV3(3),ISAV4(3)
CIMMO4N /'GRNr,/ TNX,IN'Y
DATA ISA'A /1/,Lr)FNSITY/4,6,32/,ISAT /129/
DATA SCSAm' /.9/0,Nt024/1024/

C BIJTLDIN:;S WITH ROADS ANJD 2 NOISE rYRFS ANO MULTIPLE RETURNj
C
C IP :=NADIR CKIJTRIC COflRDINATES
C IPP : MrRII) CEPITRIC CrDORr)INATES
C IPP IP +IE

CIF [PP<9 IIPNP=IPP
*C ELSE IPNP2IPP+1
* C

C++......................................................+.......

NJP HIL =N 1024* NCRi

M4jY=M0r(IPNP(7),(N~PHIL1))

C ARR4Y INDICES FOR ALL CLASSk.S ARE CALCULATFD,

C THF RANrE OF INDFXX,INDEXY IS ALWAYS 1(z1024s
C TI4E GRID ROHINARIES OCCUR ON ino LINES, THE IDEA OF
C I;4DEXX,I44fFXY CnORDINATFS IS TO MATCH DATA COMPRESSION
C 14FIRVATION AS IT woijrD BE ACCTSSED IN A M1IERARcmrAL,

* C DkTAAASE. TO OFFINE BOUNDARIES ONE NEEDS, IDD, MB1.MR2,

C TIF PTSPrjACFMENT FROM IDD Tv rHL :ooRDINA'IE FRAME. ALLi
C DISPIJACEMFNTS APE POJSITIVE MODIULAR ARITH.METIC,

TNrEXX=(MIX/,*CH) +
EUSF

Il~DEXX=(MIX/?4CR) 'o1 24
EN 1)1F
IF (IPP(2).GEfl) IlIEN

I ND0EXKY =( 4J Y / rCk~) 11024
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C BLOCK A.SSIJ4MFN'TS ARE nE:PENLANT ONJ WHPT4E OR Nor T4E TE:ST
I. POlINT IS 41THIN fHE: VkLNCR RtANGE:.

I r) D=1024/N'CR
IF(ICLeGT.Q) TH4EN

rypPE:RROR TCls sGI'. q ZRDATA 9400'
STOP

E'dflIF
14L10DD-1
VJX=ImO(INiDEXX-1 ,IDD)
I 4YzII~flOINDEXY-1,IDD)

C TIS ROUTINE~ ASSUMES tCg=2**(jILm1)
KL1:IM40Cf4/NCR, IOD)
KU,2z:Tnf(128/NCP, IfD)
K63=100( 160/NCR, IDD)

K42=ID( (1024'128)/NJCR, IUD)-1
Ki43=IMOOC (1024-160)/NCR, 100)-I

C KL1 THROUJGH KL3 SET; T14F LUWER P3UNDS
C K4I1 THIROUGH K(13 SFT THE UPPER Bj(JNlDS

49131IPNP(1 )/1024

*R2=IP!P(2)/1024

JREM=MOD(mB2,4)
IF (IPP(IIhLT.0) 1REM:ItE".3

WV IF (IPP(2).LT.0) JQEMJRE4+3
J JR E4J(4*#I REM) +1

D IF(IPP(2).GT.10n0) TYPE:*,'IPI ,IP2,Js',IPP(1) ,IPP(2) .J
D IF(IPP(2) .'T.1024) TYPE:*, INDEXY,WOD:P,INOEXY,IPT(5)

G'JTO (lOin, 1020,1020,1040,8,1060,1070,8,1090, 1100,1 t0o,
* 1120,11 30,1140,1150,1160), J

C
C+ ............. t ............................................ t.+++

C TP(U) AND IR ASSIGI1E'TS ARE. MAOE. TH4IS ASSIGNMENT 15
%. DEPENDANT INJ TH4E FRAME INDICES,

1010 CINTIVJ(E
C4.LU GNj0CKt),Kb2, BL1, IIL, *9, *H,*8)
ir(INx.Lr.KL3) G')TO 8
I PC3) =512
CALL CRSIFA(CKL3 ,K1i2, IRL, db, *b, *4, *5)
GOT1. 7

1020 CnNTINUE
IF(INX.TLT.KL2) GfOT) 9
G J)Tr 8

1040 C f)4T I NLI E
CALL rNI)CKl,2,o,IiL,KH1 ,*q,*ts,;8)
IFCINX.LT.KL3) G-,rO 8
rpc I)=-128
CALL CRSIFA(K,3O#rHL,KH,*6,*4,*b)
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1060 ClN r IN uP.

CALL CRSI(K~lJnI8.L,KHI *b,*4,;)

Ip( 3)=5124
CALL~ CRS1FA(K,0, IL,Hl,6s,*4b)
GTO 7

1090 CINTINIJE
CALL GOK1,~1KIH,8*,8

IPC 3)=512
CALL CRSIFACKf'i .KLI,KI4,K4,*6,*4 .5)
GJ*TO 7

1090 CcI)Nriwjt

IF (IX.T.K2) CWJTO 9

1100) CtPJTINL'F

IF(INX.GT.K41) GL)T0 9

G')Tr A

1140) C014TINFF
D TYPE:*, "(,KH2,KH G KLWKi2K9

IiF(IX.GT.KH3) GOTO 8

IP(3)=512R

CALL CRSTIrA(K!,0,K43DKH ,b.*4,*)

G')r) 7
1130 C INT 14 1 E

CALL G~n(K.2KL1,KH2,KI,*9,*9,*d)

GJTO 3
110 C3Nr1 1F

IFr(IMX.fLT.KH)) COTO R
IF(INX.LT.KLJ) GO)TO A

TP(I)462
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GO1'O 8
C 8;)TTOM ir HntLE

3 IR20
GOTO 99

4 CO3NTINUE
C SIDES:X CnNSTA'IT.' VARIES

IFrCINX.L.T.IEL/2) THE~N

ELSE
IR=98
EIDIF
TF'(IP(3) .EQ.-t28) 1PC3)z0

GO TO 99

o5 CONTIN1(I
%. FR0~4T AiD B~ACK FACESJY COASIAN'ToX VARIES
D TYPE*,m #Isle

IRl=fl

IPC 3)=0

EA~DIF

C C3RNFR
6 C IN T 14U F

D TY'PP*F' "61"
X~a127
G9J TO 9q

7 CONTTPJE
C
C RnOF TE~XTURE~
C

IFTR=4

C SR09ND rEXTURFE
9 CONJTINUE

D IF(IPP(2).GT.q99) TypF*, ''"o,KL,IPT:',KLI,Kij2,KL3,IpT
D * 'KH=',K4i,KI2,KH43

IP(3)=O'

RWTUR'J I
C RJAD
9 CJirtjwm

D TYPE*,' "19" ,!vJfEXX,INDEXY&,,,NXX,INDEXY
IIR:7O
IP(3)=O
Xr(INX*LT.(R/NCH)) IR=200
Ir(INXo.(TL)-9/NCR)) IR=20t)
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IF'(INK.LT.(4/NCR)) IR=15O
Ir(CINXrG.(D-4/NCR)) !R=150
lrCNCR.8) THEN

IFC(r4X.P0.0) IRM167

D rype~p 4 DI rI
99 IFIRal

RETURA 1
C
C ..... ++,,,,+,++4+ ......................... .........
C

E4JTRY ZRROF(*)
P1 1=90./72.
TR.(P1I*CSIN(,092*IPPCI)4..04*IPP(2).1.)+3.*SIN(

*.26'PIPP(1 )'.103*IPP(2)+5)45.*SLNC .432$IPP(1)+
*. 197*IPP(2)+.A))*(SIN(.Oqb*IPP(2)i.037#IPP(1)-.96),
*3.*SIfJ(,253*IPP(2)4.096*IPP()4)44*SIJ( .3t5*
* PP(2)-.186*IPP(1))))

C ALPIIAV =-4.5/lI4)RIZ0N(ICASE) AND 1S SET UP IN VIS

IRx165+IR*IEXP(ALPI4AV*IPCICASE9)K XVCNIP(3 .EO. -120) IR20
M~IR.Gr.255) TYPE*, 950/2 ZRUArA IR,IP=',IR,IP
RETUR'J I

C GROUND) COMPIuTATION

ElrRY ZRG.D(*)
04 10[1SE i) GRt3IJND

I1lDX= ABS(MDD(CIPP(2)-IPP(l)/32) ,2044))
Il0Yz AiS(moP((IPP(1)-IPP(2)/12W) ,2044))
ZEcINOx *LT. 1024) THFN

INDX= I + INDY/2
ELSE

IDXz 1fl23 - INDX/2

K IF(INDY .LT. 1074) THEN4

INDYx 1023 - INDY/2
EID1F

C IR=127.(SCSA4*(TDAT(INnX,INDY, 1V9128)w127)*EXP(w.oOO5O*IP(2))
TR=127

C SU!3H0UTINL ZRDATA2

C * tATA BASE 2
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C
C LATEST REVISION DATE: 30 SEP 1980
C PRDGRAMMEn mY: GERAbD b. BECKER
C PHON: ORLANOo: 677-7621
C FOqr MYERS: 913/995-7930
C

3C
C THIS PROGRAM IS TO BE USED viTH THE DICOMED!!!!!!!!!I!!!!I!!
1%.<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>

C
C THIS SUBROUTINE IS CALLED R SUBROUTINE 'SCAN'.
C THIS SUBROUTtNE DEALS oITH DATA BASE 2.

4 C DATA RASE 2 IS A SIN FUNCIION IN BOTH THE X AND Y
C DIRECTIONS. THIS GIVES THE EF7ECI OF ROLLING HILLS IN A

C 3-D SCENE,

EITRY ZRDAT2(*)

C THESE EQUATIONS ARE USED TO DEFINE ALTITUDE (IP(3)) AqD

C REFLECTANCE
IP(3): 512*SIN(b,283154(IPP(I)4IPP(2)))/2048
IR=IP(3)/4 + 127

IFIR=I
RETURN 1

C SUBROUTINE ZPOAT3 SINX*SINY WITH SUN SHADING
C PHILIP GATT

C 9/30/80

C FOR A FULL OESCRIPTION OF THE MATH SEE THE MEMO FROO
C DR. R, W, PATZ DATED 9/21/80 ON SUN SHADING

C NOTE A,C OEFINE THE SUN ANGLE

E4TRY ZROAT3(*)

WI=6.293IR5/204R

A=,S

C=.4660254
R=255

4EIGHr=512*SIN(Wt*IPP(1))PSIN(W2*IPP(2))

IP(3)=HEIGHTslnIN(.5,HEIGHT)

IR=(-A*912*wl*COS(W1*IPP(1))*SIN(42*IPP(2)) + C)*
R/SPTC1+2h2I44*(MI1*2*COS (1*IPP(1))P*2*SIN(w2*

* IPP(2))**2 + W2**2*STN(W1*IPP(1))**2*COS(w2*IPP(2))**2))

IF(IR.bT.O) IH=O

TYPF*,'IR .GT.255 =*,IR
IR=255
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RETUP.J 1

C ZROAT4SIFOR
C CREATE~D B~Y PHILIP GATT ANDl DR. 6. W. PATZ
C 10/20/80
C SIN4(X)*StNCGCY)) + N OISF
C l-(Y) IS SMALL F-r)R Y <300)'

DATA A/.852P7/,F/-. 173648/C/.492404/
Ev~TRY ZRDAT4(*)

C IDENJSITY((1) IS THE. WORLD POINrS w~t1cm MAP TO ONE W01SE POTNr
C '"SY) IS SMArtL FnR Y < 3000

rPP2=TPP(2).4500

DI) 1221 1L0P=1,3K TIX=3BSQ400((IPP(1)-IOFFI(ILOP)),1022*IDENSITYCTLOP)))
IIY:A8S(MOD((IPP(2)mIOFF2(ILOP)),1022IDENSITY'(ILOP)))

IF-(IIX .LT. (512*IDENSITY(ILOP))) THEN I

IXDF:X( IIj[P)=IDX C LOP)N1
IF-(IGxCIrOP)A.C.512) IXDFXCILOP)=511

FULSE 1
IlIX(ILOP)z 1023 - IIX/TDEN4SITY(ILbP)
IxDEx( ILop)=rox(ILOP)-l

IDDX2I!OD(TIX,IDE:NSIlYCILOP))
ID0DY=N'3DC I IY, IDE NJSIIL ~OP))

IF(C IIY LT. C512*InENSITYCILOP))) THEN I
Ir2YCIIjOP): 1 + TIY/IDENSITYCILOP)
IYDEY CIL0P)=10Y CILOP) +1

IOYCIIOP)= 1023 -IIY/IC)ESSITYCILOP)

IYDEYC ILOP)=IQYCTLOP)-1
F>IDIF
ISAV1CIL3P)=IP)ATCI')X(ILOP),IQY(ILOP),ILOP)
I3AV2(ILOP)=IrATCIXDEXCILUP),IQY(ILOP),ILoP)-ISAVICILOP)
ISAV3(ILOP):ItDATCIIX(TLOP),IYDFiCILOP),ILQP)aISAV1(ILI)P)

[I ISAV4(ILOP)=IAT(IXDEXCILOP),IYDEY(ILDP),1tOP)-
ISAV3cIrCOP)-ISAV2(ILOP)-rSAVIUOP)

r)'J1(LiP)=./IDENISITYCIL2JP)
DErLZ=IS* V(ILP)+IDDX*ISA'V2CiLDP)9IDDY*ISAV3(II)IP))

*+[DOX*IflDY*ISAV4CILJP)*DNJ1(rLOP) )*DNOI(JLOP)
IF-(Il.OP.EO.,2) THP'l

IF(CIPP2.VGr.2*IPPC 1)+2s0) rHFN'
F-AC r26

ELASE IF-CIPP2.C,2*IPPC 1)*1 50) THE~
FACT:1 .4(lPP2-15O-2*IPPC 1)) /20
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FACT=SACT=1iOP

FACTSCAL.FiC [LOP
Ei~DIF

1221 C3NTINU9
IZ:XZ

C COM4PUTE THE REFLECTANCE
P AR TX :
PAPTY=O
DO 3311 11P1,3
PArFMIAX:CILIAV)*DOl(4ILIOXP) *~J1ILP
XFFRISAX=A V2(LOPIDOP)(IDUP) EA*NICb
PARTIDATY=(ISAV3(ILOP)+IDOX*XEA)*DN4O1(ILOP)

XmV=EX?(-IP(2)*,00006)
PARTID4TX=PARTIDATX*XMV
PAR TI )AT Y =PAR TIDAT Y*$X AV

El D4 I F

CVER=FACT
P r S F

CV(:PXSCA(JE([LOP)
ENnIF
CVERI =IPP(1)wIOF71CILIOP)
CVFER2= IPP(?)-TOF'F2(ILOP)
PAPTX=PARTX+PARTIDATX*SIGN(CVERPCVFR1)
PAR ryPAR TY+?A RTIJ/ATY*SX N(C VER CVER? )

3311 CINT14UE
REMAG=SORT(1 + PARTX**2 + PARfY**2)
IR:25'5*(-A*PARTX-FB*PA~R~+C) /REMAG
IP(IR .LT.0) IR=0
IF(TR .GT. 25S) THiE4

rYPE*,,'ERROR IR *GT. 255 zf,TR
I R =2 5

E'~JfIF
IPC3)=IZ
TFPR
RETURN i

C ZROAT5.F'R
C CREATED BY PHILIP GArT ANt) DR, t. go PAMZ
C 10/20/80
C S14(X)*SIN(G(Y)) + NOISE AND LAKES
C G(Y) IS SMALL FOR Y < 3000
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F JTRY Zq')4'5~(*)
DATA IOFFI',JJFF2 /127,69,(),13,243,0/
DATA SCALI /.4,1.6,3./

C TrENSITY(IOiP) 13 T-4h" WDOPLD PJI4TS .-vH1CH M~AP TJ L114E
C NJISF P&)I\'T

C
C SUN~ ViECrJP FR9M GROJND Poijr ro Siv (X,A,,)

C 7FJR STARTING XE LOCAT11iN USE 2000
C YE SHOULrD BE TESTFO AT -10350

C. 4 3 3 012 5
CSFF ZRr)ArA4 PFDR CAg4C) DATA STATEMENT

C ^OM1Pt]TF THE Hirlr(HT
Sp P2=T Pp(2)-i ,5 )00
1 1 / 3 10 0.

W=2*3, I4159*WI .'i
X 4JU M =1+ (' 1* pp 2) **2

H=(XNIJP*DENOM -. 85)*2*3. 14159*,o
IIEIG'T=1000*(SIN(w*IPP(1))*SIN(O))
XZ=f)
IPI[~l ITREES AND SHRUBS
IF(IHEIGHT.tT.12) IPIL=2 ! ROCKS AND TREES
IF(IHEIGHT.14 T.-12) IPIL=3 ! LAKE BANK (TERRAIN)
D) 1111 ILOP=IPIL,3

IrY=ArAS(0(CIPP(2)-IOF2(UfP)),122*IUENSITY(ILOP)))
IF(CIIX *LT. Cr 12*1DENSITY(ILOP))) THENI

IIX(IL')P)z 1 + iTx/iOENsirym~op)
IX DFX CI1 ,9P) =IQ~X C ILOP)+ 1
IF(1QX(IE1DP).iEQ.512) IX0EX(TL0P)=51 1

I)X(L0P)= 1023 - LIX/IJ)E4SITY(ILOP)
Ix0 XDF(I rj0P) : XC T LOP) -1

I0DX=PrjuO(IIX,IDENSI'CY(IL0P))
I rDY=,of(M IY, IDE Ns $£Y CI LOP))

IF(C Ily LT. C512*II)ENSITi(ILJP))) THEN I
ICQY(Irl)-:) 1 TIY/IDI NSITY(ILOP)
IYDEY C l~oP)=:1 Y (I uP) +1
IF(IQYC ILO~p).Fj.12) IYDEY(ILOP)=511

IoY(ILr)) 1021 - TIY/I)E'JSTTY(ILUP)
lYDFYC TTIP)=IQYCILOP)-1

IiAVC I LOP)= T)ATC IKOX(LLP)lQY( IP)IYP) -S

I ^)AV7(IL T )EX I l
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71 ISAV4(ILOP)=IDATCIXDEX(ILOP) ,IYDEY(ILOP) ,iLOP)
-ISAV3( ILOP)wISAV2(ILOP)-ISAV1 (ILOP)

D40jO(lbOP)=1./IDE'JSITY(ILODP)
rrEfZ=TSAV1(ILnP).((IDDX*ISAV2(IL~OP)+IDDY*ISAV3(ILO3P))

*+IDI)X*lr)DY*ISAV4(ljflP)'*DNJ(ILOP) )*DNO1(ILOP)
XZ=XZ+DEUZ*SCALE( ILOP)

1111 C.3JTIq[IPE

I1FIR=2
IF(TZ.LT.-S0) rKNN

IF( IDAT( TIX(2) ,IIY (2) ,2) * ;T.0) THEN
IPH=IDAT(IQX(3),IIY(3),3)/31

IZ=(2.5*SI1J((3*IPP(1)+4IPP(2))*2*3.14159/12O,
* ~IPH)+1 .25*SIJ( (3*IPP(1 )+4*IPP'c2) )*2*3. 14159/
* 6o.IP'-) )*ID)Ar(Iax(2) ,IIY(2) ,2)/127-5O

1212 [Zz-S50

E~IDIF
IP( 3)=1Z470
RETURNJ I
E'4TRY ZROAT51R(*)

C ")*4PrTE T4F PE:FLECTANCE
PAR TX=O
PAR TY=O
f)') 2211 ILOPZIPIL,3
xr:miSAV4(rflP)*lNOl(IbDP)
PARTrpATX(ISA2([LP)IDDTE:4)fljO1(I(,OP)
PARrTDATY(ISAV3ILD)+flUX*XEM)*nNo1(ILOjP)

KvV=EXP(-IP2)*.OOUJ)
PART I fA TX =PART IDATX * X 4V
PARTIfATY=PARTIDArY*XMV

CVE:R:SCALE(ILOP)

CVER2= IPPC?)-IOFF2(IILOP)

PARTY=PARTY+PARTI DATY*5 ICN(CVER ,CVE2)
2211 CV)-TTYU

PARTIDATX=PARTX
PARHTI:) ATYV=PARTY
PAPTHt=2*.6*2*3.14159*Wl*ml*TPPd*DFNI4
PAR 42=XN IJI*DF IOM* *2 *Wl*. b*2*3.3*14159
IF(IPP2 (",T, 0) THI

D4RTIY=PAR r'41-PARIH2
EfjSF IF (TPP2 .T. 0)) THPJ

PARTH.Y=PARTHI + PAR~ii

469
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E~ JDTF
2227 PkPTRIG(:1OC0f*R*COSC4*!PP(1) )*SlN(H)

PARTRTGY=1000* SISIC W*IPP ) ) *CJS5(H) *PARr~
PARTZX=PARTPIGXC + PARTTDATX
P4PTZY:PARTPIGY + PARTIDArY
REAA(=5RT(1 +4 PARrZX**2 +4 PAHTL~Y**2)
19=253*(-A*PAPrZX-*PA~ri+C)/REMAG

D IF(TP(2) .CT.SO)r4EN
C TYPE.*, 'TRIGX,Y,PATX,Y=',PARI'RIG4,PARTRIOOY,PARTIDATX,

PARTI'3ATY

C TYPE,*, 'PARTHI ,PARTri2=',PART4 , PARTH2
c TYPE*, 'PARTZX,PARTZY=',PARTZX,PARrzy
D TYPF*,IR=,TP
c T YP E,

IF(IR .1,.0) IR=0
IF(IR *GT. 255) rHEJ4

4 !rYPE*,'ERPOR IR .GT, 255 :',IR
1R=255

E4~DIF
RETURN 1
F 4TRY ZIR0ATS5lR(*)

c C1)APLITE SM.ALL 4AVES OJN LJAKE

C CIDE F (jLECTS PAR~TIALS 3F~ IDAr C04PARrED TO TRIG TERM4S
PtRTZX=3*3.14159/24*(COS(IPH(3*IPP(),4*yPP(2 ))

* *2*3,141 59/120)+ZODS(IPH+(3sIPP(1)+4*
* IPP(2) )*2*3. 14159/SO) )*FXP(-IP(2)*.00O1)

PARTZY=1 .33333*PARTZX

PA RTZX :0
JARTZY:()

E JL)IF
Pl MAG=-)4VI PARTZX**2 +. PARTZY**2)

*1R=2220*C-A*PARTZX -R*PARTZY + rC)/REMAG-
IF(TR .LT.0) TR=O
IF(TP .Gr. 2S5) THEn'

rYPE4','ER~~OR IR .GT. 255 =*,IP
IRZ259

E'ifTF
4 RiwTURN 1

C ZRDAT4.FDR
C CREATIP 'RY PHTTjIP GATT AND DR. 3. We pArz
C 10/20/8)
C S1IJ(X)*~iN(G(Y)) +. NO)ISE
C GMY IS S'AALL FflR Y < 3000)

4
E4TRY ZRDAT6(*)
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C I0D'4S1TY(1) IS THE~ WOL POINfS WHICZH 14kP TO JNE NOISE PurN4T
C A=*866

C Ca*433012S
A=.866
Bc0
C:.5

C CO'4PuTE THFf HEIGHT
Wl:1 ./3001,
W=2*3* 14159*41*.7
IPP2=IPP(2)-4400
XN(LIMI+' .(WI * rPP2) * *2

H=(K'N1JM*OENo'4 1l)*2*3.14159..6

I7(ITX .LT. (512*ID)EtIrYC1))) 1'HEN I
IO)X(I)c 1 + IIX/ID)ESITf(I)
IXDEX(I)=IQX(I )4.

I(OX(1): 1023 - ITx/inENstrym1

Ir)DX=m(J(IIX,IDENSiry(1))

IF( IIY .1,T. (512*IDENSITi(1))) THEN I I
IIY(1)z 1 + IIY/IUENS1Tf(1)

IOY(1)= 1023 - II/IDENSiryc1)

ISA ViC1)=IDATC IOX( 1),IQ(1) 1) *1.0

ISAV2(l)-ISAV1(l)

fELZISAV1(1).((TDDX*ISAVL( I)4IDOY*ISAV3( ))

L 3)5 2 s(SIN(W*IPP(1))*SIN(H)) + DPiLZC RETUR-4 1
C FiTRY ZRDAT41R
C C04PUTE THE REFLrJeTAt4CE

PARTInA'rKCISAV3( 1)+IDX~*XTE4)*DN31 (1)*ISIGIN(1 ,IPP(1))
PARrH1:2*.6*2*3. 14159;w~o*1 2DE~r PARTH2:X4IP4*D)E>1O.4I*2*w1*.b*2*3,14169
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PART>4Y:PARTHIePA~ 112
KUtSE TF (fPP(2 .1,T. 0) THEN~

PARTHYmPART41 + p4Rr>42
iK r.SF~

PAR T'Y=0
EN P4 I F
PATI(S2WCSWIPl)SN4
PATRGY=517IN(J*[PP(1))*COS(N)*PART1Y
PAHTZX=01PTRI;X +PARTIDAIX

PARTZY=PARTPIrY +PARTIDArY
REMAGS)RT(I + PARI'ZX**2 + PAHTZY**2)

IR=255*(-A*PARTK .R*PARrzy + C)/REmAG
IF(Ir .LT.0) TR=0

IF(IP .'r, 25S) THEN
rYPF*,'ERROR IR G~r. 255 :',IR
IR=255

ENDTF
IFIR:1
RETtIR14 I
E4

SUBROUTINE CRSIFbX. Ly,HX,>4y,***,*)

14TEnFP*2 INX.,INY,LXY,4X,rIY

CJMIAD'q /30Rnf/ TNX,14Y

C CJR,FR TEST

* ((I'JY.EQ.l,Y) OfR. (INY .EJ. l4f))) RETURq I1

CM---- -- - ------------ .------- M-- ----- MM- c-

C SDE TEST

IF((IFJX VQ:c.LX )P.)R (INY .EQ* >X)) RETURN 2

C-M- - ---------- w --- - ---- -- ne------- - ---- -f ---- --- mftmen cwm

C FACF TEVs
c

TF((I*Y FQ..LY) O3R. (U.JY CO.S 4Y)) RETURN 3

R F T iJ R NJ

472
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F V' )

SJRRflUTI' PL1FYNU **#

IJTE.GEP*2 [NX, I")Y,fX,LY,HA,MY

CIMV4ON /GRND/ I'NJX,INY

TF(lNX .LT, LX) RETURKI 1
IF(INX k"ST, HX) 4ETURN 2
IFINY rjLr. i.Y) RE~TURN 3
IF(INY .GT. A1Y) ~RETRN 3
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APPENDIX EE

C P FILTE~oFOR
C

I 4CUIJDE'P"-Cn:ADAToFOR'
J'4CfUDLFPr~llFFO rR'

100 TYPE*,'4E ARE IN TH FILTER STAiE'
TITPI' VPRI I

K I) V = IJT CT, ,J)
IF (K')IVFQ,0) KnIV=1
IF(r)TV.GT.37) TYPE*, 'FINVIL ICt4T=',KDIV,'Ar', L,J
TICF4P(JIF(I,J)2ITE>4PlfF(I,J))/K0IV

200 C) N TI pJi 9
,TyPF*,'i(JFFFH IS rILTERED B~Y FILTIER to
R E T U k 14

C
C
C

F>JTRY F7IUr2
TYPI:**' RFAr) fIiF FirE 22 KEQUIHR.D? (YIES:1)'
ACCEPT*, IRE402

TVPv*,'REA()I-'G FILE 21 T3 I4UFFFR'

ryPF*,'R~.:'nlja FILE 31 T3 TCNT'
RF.Al)(31,;) INr2

?ypF*,VWU--AlDK CIPLErM: CHECK sr&rus,
R F TI., P N

rYPE*,'Nr DPERAT'.)AT, FILA FOJNJ'): C'iECK STATUIS'

F:,j n I
I F I L T K~ k
DI) III TyllS='212,10-1
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D..) 222 tXiS=1,512

JSU,4=()
01 300 KIYfSS+l,IYtSI,-t
fl) 444 fr=tXFS-1,IXLBS+1

IF((K.~T.) UR.K.G.51))GOTO 300

IF(lCt;(K,L),F0.0) GO TO 444
J COUlNT J C U NT *1
JSUM=JSUMtIIEMBUF(K ,L)

444 c'iNrT~muE
300 CON ri'-j o E

IIF(.jcohJ)i.EO.0) iCOUNiTzi
irE4HtF( lX8S,TYBS)=JSLIM/JCOUNT

CNT( TXRS, If)-1

222 CONT1r11UE
TYPE*,'Pti, 2 LINE',IYAS

445 RETUiRN

C
F'nTRY CLEFAR
D) 503 J21,512
D) 500 Tzt,517

I CMT ( I *) 0
I !E~bF(I,J)()

500 C INTI"JUE
TYPE*,'l0FFRFD CLEARED'
H ETV RI~
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'4PPNDIX EV

PG LOGLO. AD.F O

SJRf~f'JTI'JF 1,OGI.DAD
IJC60DEPGCl~4rAT.F0R'
I 4CIJUDE 'PG"F~tP. FOR'
KCDUJNT=KCrJJNT.1

KCOIJNT1j

IYpI=*,IYS:,Yb L(LD
q TO J ' 0

ELS lFIOERE4KCUf T4F
IF (I~. T,5', R. IaWRrU)TtE

1000~~~~~~~Ri -XT(O1,03,,FRGT RELETA- I
10 CLL RDA51R[F0L0 CAL7GD*0

30 CALL RROF/*50
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APPENDIX EG

PGMAIN.FUR

C
= PGMAI .,FJR

I4CLIJDE 'PGCmDAT.FOR'
14CUDE 'PGRIJF.FOR:
DATA IRIJNIFILrERI IFILTER2 /0lp0Ol

C IFILDIM IS THE FILE DIMENSION AND THE SCREEN DIMENSION + 1
C IF 4E WHISH T;) HAVE A 2*SCREEN OF DATA PER LI1E THEN lFILoIw=
C 1024 AND ANGLFFACT=2 ?? SINCE AtNGLEFACT IS A FUNCTION OF t4X

TYPE*,*WHAT DTMENSION DO YOU WANt FOR THE SCENE NORMz512'
ACCEPT*,IFIbLIm

• : IFLDmn2=IF[LDIM/2
5 TYPE*,' ENTER CM44AND BY NUMBER:

TYPE*,' (1) INITIALIZE SCENE AID RUN MAIN (NOTE:'
TYPE*#* FILTER I EXECUTED AUTOMATICALLY)'

C TYPE*, •  (2) ANALYSLZE SCENE#
TYPE*,' (3) RUN DIC3'4D PICTURE OF BUFFER'
TYPE*, (4) 4RITE dUFFER'
TYPE*, (5) ARITE LCNT'
TYPE*, (6) CHECK STATUS'

TiPE*, (7) EXFCUT FILTER 2'
TYPE*, (8) STOP'
TYPE*,' (9) READ ITEMBUF AD INT?2'
ACCEPr*, IC9MAND
GOT) (11,6,33,44,55,66,77,88,9q) ICOMA4UD

11 CALG RUN
GrITI 5 1-rYAAN

6 TYPE*,' ERROR IJ COMMANO CODE-TRY AGAIn"
GO TO

C22 CALL ANSCN3D
C GOT1
33 CONTIqUE

TYPE*,'REA HRFQUIREn ? YES=l •

ACCEPT*,IYES
IF(IYES oEO. 1) CALL READ
CALL PGCA4
G)TO 5

44 CJNTI4 LF
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T iPp* F J(" 4ir~i FF 0f) Y)U 14041 rfi 4RTTE IfE4RUF 14TI
*(20:21~)p
ACCEPT*,1F1[.F;

Tt 'v* R L~~ T1I1NT.l FIL~E ',IFIILF

55 C )NT1JtJE
TYPoP,' oi41CH F'IL~F DI YOU WANr f) %R!TT IC14T INTO (30:39)'

ACCFPT*, IFI7,F
ripE*,' ARITIN'. ICrJT INTO FILE ',IFILE

66 TYPE*,

TYPE*, STATUS VARTASLE CHECK'

TYPE*,'IRUN=',IRUJN,'IFILTER1:',IFILIRI,IILTER2z',IFIUTrH2

TYPE*,'

G!)T3 5
77 CAIbU FILT2

G ) T 75
89 STDP
99 CALL RFAD

G') T 0 5
1000 FIRMAT(66A2)

SUJ4R0JTlVJ READ)

I JCLUr)F'PGBJp1FFR0
I14C61!%)E 'PGCOM!OAT.Fr0R'

TYPE*,. WITCH FILF flO YOlu WANx rr) READ ITE'4BtF FROM4 (20:29)'
Acc~Pr*, tIIEE
TYPuE*,J RE~ADINjG ITEMBIUPF FROm FILE ',IFILE

Di 109 121,500,100
DO 100 131,500l,100
TYPE*, rrEmpIF(',j, ,, ,9) v'IT;P4FRUF(I,J)

100 CvJ*TTNUF:
TYPE*,'READTNG T4JT2 FROM FILE IFILF~
ripE*, INT7 IS EIU)IVALENCEL) TO IC'T

e D) 101 1=t,500,100
F0' 101 Jl,1 500 10o

101 CI'4IU
TiPE*,',)) YOU AANT TO SCAL~E irE48UF YES=1'
ACCE~PT*, IYFES

4 MIN(3:l1fl)
iF(1yFs.NE.i) GnrJ 400
4wAXI~=m1 00

ISO
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TYPF*,'I'IIIT S.(ALI MIN,4lk NOR4=0,255'
4 ~~~A CCFPPT *,S r' N ,5C-' AX

nl 200 t=1,lFI!,DIM4

IF( tTKM6'W(I,J) .Le.MIXR) qiAXB=ITEmiVJF(I,J)

200 CONTI NIJIE TM(FIJ.EMXR A8IE~FTJ

SCALE=(S%'*AXSCmIN)/(AB-M4INB)
DJ 300 iz1eIFILDIm

1TEMOIF(I,j):(irEMBUF(IJ)-MINB)*SCALE+SCI4
300 (l N T JI 0

RETURN
400 CIN rI 1 E

TYPE*,'Do YnU wA.Nr r,) FLIMINATL AL.L VALUES <U,>2b5 YF.Szl'
ACCEPT*, IVES

J %1, 0 U NT =0
LCOUNT=')

DO 500) I=1,IF1L.DIA

1F(TTFMPUF'(I,J).GT.255)fHlEN

iT'r40UFti. I, J ) =25 b
WI E *1DI I

L CDLI WI UCU UNT +1
ITE'4S1'F(1,J)=U

ENDIF
Soo r C)r Wi o

TYP-* ,' 4UP GT. 255 =',JCfiUNT
FYP :*, I'UP .1,r, 0 =',LC3UNVT

R E T U P -J

SijFR.nuT1~JF, INPUJT
I'4CLI'UF 'PCcOL ArpFtw'

109 TiPE*,'[IJPUT DATABiASE C4"V'1CE l=ZRflATA,2=Zi.DAT2,3=Z~rAT3*
Tf~P , * DZRPA T 4=4 7 'R r z5=
ACCEPr* *IDATBiAS
IF( cIIATF3S.LT.1) .oR. ( I0AIAS.Gi'.5)) GflTO 109
TYPE*,'I'4PIT STAi~rliJG SANrXNL E~NDZIJGoTP*'I'JPUT A FACrIR TO L)IVTa) THE EYE C ORDS bYE'
TYPE*,''JP[JT SCAIE FACTOR FOR ANGLE 4ETWEEM SCA'k LI'JES'
TiPF*,'T'JPIIT ICASZ1,2,3 TO SFLJFCT A ROTATJt)N IvATRTXO'

TYPE*, 'APROXP'IATI'1N'
TfPE*,'14PLUT ISCAL. 7FOR THE RUTArIOl'I 4ATRIX'
AC'PT,1SrTARTP,DL,IIV,AN'3AT3R,ICASISCALE
TYPF*,'L4PIT T!4F .-YE LOCAIIJ4 Xk,YEZE'
TYPFP*,'T'JPOT THF SCR.EE~N CL6NIE IUSTVSIAS-
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TiPE*,'INPJT T.4E SCRKEN DLMENSIJNS (LEN~GTH) LX,LY'
ACCEPr*,IXE,IYE,IZEg,IUS,IVS,IwSLX,LY
TYPE*,'IJPtJT PITCH,BANK,HLADING IN DEGREES-
ACCEPT*, PITCH, .3A!K, HEADING
IF((IDAr3AS . :).4.1lR. (IDAT6AS oEle5).OR.(IDATBAS.E .j))

TfPE*,'D3 Y'cIO 4Aq~r TO READ IN TEXTURE NOISE JL)A11?YE:S=1'
ACCFPTV,IyE~s
IF(IYES.EQ.1) THEN

TYPF*,' WHICH FILE DO YOU WANT TO READ NOTSE'
TYPE*,' VROmA (40:49)'
ACCFPT*, IEIIE
TYPE*,' READINlG JDATI FROM FILE ',IFILE
READ(IFiLE,5005) ((JDATl(I,3) ,I:1 ,512),J=1,25 6 )

F 1D I F
TYPE*,'DO YOU WANT TO REAL) IN TEXTURE NOISE JDAr2,YES:1'
ACrEPT* ,IyEs
IFCIYES.EQ.l) THEN

TYPE*,' WHICH FILE DO YOU WANT TO READ NOISE'
TYPE*,' FROM4 (40:49)'
ACCEPT*, IFILE
TYPF*1,' READING JDAT2 FROM FILE ',IFILE
RRA(IFILRF,5005) ((JDAT2(I,J) ,I=1,512) ,J=1,256)

E YJ DI F
TYPE*,'00 YOU WANT TO READ IN TEXTURE NOISE JDAr3,YE:St1'
ACCEPT* ,IYES
IF(IYES.EQ.1) THEN

rYPE*, 441ICH FILE O YOU WANT TO READ NOISE-
TYPE*,' FROM4 (40:49)'
ACCEPT*, IFILE
TYPE*,* READING JDAT3 FROM FILE ',IFILE
READ(IFILE,5005) ((JDATJ(IpJ) ,I=1,512) ,J=1,256)

E JDIF

5005 FJR4AT(66A2)
RETURN

EI1TRY OUTPUT
WRT( 10,*), 'ROT( 3,3) ,PROJ(4) ,NADIR:',ROT,PROJ,NADIR

WRITE(10,*),'COR(4,3),AA(4.2)=',COR,AA

%RITE(10,*), 'ANGLE BETWEENE SCANS=',ANG
4 RIr E 1 q,*) , 'IX , I Y ,IZ E:' ,IX E,I YE, IZ E
WRTTF(1O,*),'8CREEN CE~NTERH IOCAfI)N IN EYE COORDS',

$ IUS,IVS,IWS
w~irF('),*) ,'8CREE N DIMENSIONS LX,LY,NX,NY'-,LX,IjY,4X.NY
WRTTF(1',*) ,'PITCH,r3ANK,HEADING',PITCH,~AIJK,HEAflIN,"

WRITE(l),*),'ySCALE,ANGFACT'*,ISCALE,ANGFACTOH
4RTrF(l0,*), ICONSr,JCQNSrX,JCONSrY:',ICONSr,JCONSTX,

IL iJcoNsry
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* TYPE*,-R3T(4,3),PROJ(4) ,NADIR ',RJT,PROJ,NADIR
TiF.,'R4, 3) ,AA( 4, 2)= COR, AA

TfPE*,'C4(4,3)='#Cvw
TYPE*,'ANGIjE BETWEENE SCArS=',ANG
TYPE*,tKEIYEIZE'I,IXE,IYE,LZE
TYPE*,-SCREEN CENTER LOCATION IN EYE CDORDS',.ILS,IVs~rWS
TYPE*, SCREEN DIM4ENSIONS bX,T.Y,NX,NY-,LX,LY,NX,NY
TYPE*,-PITCHi,RfAIK, HEADINIU=, PITCH, BANK, HEADING
TYPE*,'ICAS,IDIVt=",ICAS,IDIVI
TiPE*, 'ISCALE, Af~iGEACT=', ISCAILE, ANGFACTOR
TXPE*,'ECO)NST,JCOISTX,JCONSIY=',ICONST,JCONSTX,JCJNsTy
TYP*,'CAG(),CAG(4)',CMACAN '3
RE~TU'R N

EITRY TESTPR
C rT!IIS ROIJTIN,. 4IIA C(IMP'JTE THE EXACT SCREEN COORDIfoATES VF A
C WORLD Pr.
103 TYPE*,- Do YOUJ WANT TO fEST THE PROJECTION PROCESSOR ?

TYPE*,'i3=0'
ACCEPT* ,IANSPROJ5
IF(IANSPRVnJ5 *NE*O) THEN

TYPI.;*,'INJPUT X,Y,Z IN NADIR CENTRIC COORDS'
ACCFPT* , I K, IP, TZP
UPOINT=(R3TC1,1)*IXP+ROE(1,2)*IYP-ROT(1,3)*

'0 P (IZE-IZP))
VV=CROT(2,1)*IXP4+ROTC2,2)*IYP.ROr(2,3)*

(IZF'-TZP))
4vPIrJT=CIPD(3,i)*LxP+Ror(3,2)*IYP-ROT(3,3)*

(IZE-Izp))
Kszici)Nsr*UPOINT/VVV -JCONSTX
YS=-ICONST*WPOINT/VVV -JCJNSTY
IxtS=(2*(XS+l) +NX)/2
LYBS=(2*(YS+1) +NYl/2
TYPF*, 'PRfJ5 TEST X,Y=-,IYBS, IXAS, '1P',IXP,

TYPITzp

EMIF O TO 103

kETtJPN

S.IRROIJTTNE RIJN
* ~C rHrS RnJTTNIE qrLL CON~TRO)L THE SE.)UENCIN'S OF THF REAL SCAN

C AfrMRIWT IMS.

1 4CLh'OE 'PGCOUFA.FR'

K CA(JL C(6' Ab

4 R 3
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C 4 L f, ITPoT

IF CTFIN[SHFE) .FJ. 1,) THENv
TYPF*,-T4ATS ALL FOLKS'
0ITE(10,*) ,'FIRST SCAN LVJ',ISTART, 'LAST:',LINE
TYPF*,'E.ERsT SCAN bN:',iSTART,'LAST=-,LINF
CALL FIiNFIL

FI~DI F
Iw(IFtIrt OFo. 1) IFIRST=O
IF(rNE .LTSisrARr) GOTO 140
CALL VIS
CALL SCA *6 RETURN TO 160 IF rIORIZON LI41T

IS P~ASSED
TI EIC-HT:IZP
IF( TCOUE.rCT.NCR) IZPITZP-ICDDE
CALL PRn)JFCTinqC*130) IRETURN ro 130 IF SCREEN

C BOlUNDARY IS PASSED)
CALL L.OGLCIAn

60 L.)AC1)=IXP
L3J4(C2 )IYP

C TiCREMF4T UP A WALL~
IF (1C0)E r(T. NCR) THEN

IXPINC:0
TYPI NCZO
IZPINJC=NCR

70CALL TNCPF'4ENT(*130,*200) 1 130 IF END OF S-CENj

D IF((ZYBS.GT.IFILDIM).JR. CIYBS.LE.0)) TYPE*,'IYSSSP,
P IYBS,HRUN'

IF((IZP+NrR) LUE. IHEIGHT) GOIO 70
EiD I F
(*)w ( 3)r Z P
CAI SCA;4(*160) !160) IF HJRIZ0,,J LIM~IT IS PASSTD
TI FIG4TITZP
IF[CDE *GT.'NCR) IZP=IZP'ICOL)E
I (PINC=IXP-av(l )
I £PIVCclfP-LOMC2)
I ZPIN C I Zo-I.fLnw (
!ALL, jVCRE!4FJTC*130,*200) !130 IF ENC) OF SCRETN

CALLi I,31LOAn)
nITO) 6n
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130 C ITI1U-M
D 1IYP *,I.tNE,TK'5, IYfBSIP,SJMANG

I SKY=)
140 C IN T I N UF

R TI) R ki
C P A 11T T'iFE SKY RACKORWJ

160 I0C3)=IF(3)~1CR+(IF(tCAS)*(LOW(3)-IE(3))tLUW(ICASE)/2)/

* U~)'4ICASE)
ISKY:1
X:?50*EXP(-IZP/45000.)
Y:=FXP(C-NCR/4900)
HR=x*Y [PIIM

I iPTNCIP(2) -LJW C2)
CAL TN7REMFNT(*130 *200)

I rEqBItg IYEBS,IXFS)=ITFM i.C 'IY.1s, IXBS)+IP
0 IFC (IXPS.G7T.IFIbDIM)SOP. (IX9-S.TE.())) TYPE*, 'IX,3S=-, yX'S,

P'RU,4 730

* 'Rtl-. 7310'l

I C NJ T IY S, IX IBS)=I C N T CI YBS,TX BS)I

14pic~oINC.SKY=NCR

'RJ 1700'

200RJR 800
IF(XES T*4 Pm.R.ISGiTIDM)D.IBStE0

lR.(IIiS.Lw.04)Tdb
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PGPRnj.J *

C 4EMIIRY E:XTF:iVTF
SJRROIJTIqFJ PROJE:CTION(*)

SP-iUl? ;ATT (305-89Q6-4741)
C R/27/90l

C TAUS RourvtNF COMPUTES THF SCREF.4 bocArlIN DF A VISIsLP2

CI4P1JT VARTA$1JE-S ARF
C(VSUR (ZC3) , rlIr( 3) rpiNC(3) IEYE(3) Rnr1, IROT(3, 3)~

C I-1fl'IZ =PflSITIONi IF HfRTZO,';60R(D 'CODRDINArES
1;3~ ~~ = PSTO J IIL OINf,iORLD I.UUUJ.IN4TE

IPT%C=I,*CQtF.NTAL OISTANCt LIFTWEEV SU CCESSIVF PDI'ITI;
T I *.4rpjj) ClJRrOINArF.S

TRC = 4*)TATIr)lJ 44rRTIX D(t. V') E1JiATIO'NS JF 40TIOtJ
C F~R')fs TINt~ITIAL. TU rFi6 PRESENT PITAt>

:),'rPt)T VAPIAilrK.S Ak! (IXR~.qty~s)

C I.(RS,TYAS = SCRF EN 'JFFFR C)-DRDI'JATES JF THF V1SIAt.E

C clisrA'JTS AW (ISIJJCAElj4

c 14S = DISTANCF FpAm IYE TJ SCRE .N
C = I.pl.:N;TH rip r-qw, scRE'EIi

C l3CALt7 = SCAIA F;ACTOR wJRI~n
Cr CJ%ST:I S*J

0,
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CKTY VARIABLV3 ARF (IXS,1YS,1'JCXS,INCYS,JFRRX,JERRY,IRSlL)

04,y~swE "l-ORDINATF~SOF A IPOE~fINI

C IN HICH THES SCREEN4 Cn1RDINATES rKSIYS
C AkE PJCRE4E4T/fl EREEVTED

CJCRRXJFRRY THE ERROR RETNFEN T4IE I'JTGER SCRE~q
C CriO(fr)ItATE ANDu £IE REAL SCREEN CQO~i)INArF

~ppnJECTE) BACK ro THE VISIBLE POINT
C IRESOL = THE PSOLTUTI1 RET'4EEN SUCCESSIVE POI!JIS

C TlIS Rourvi: LISFS FIJR CO-OKOPJATE SYSTEMS

1) THE 01fRtUD CO-ORDINATES X,Y,Z
C 2T'I FYE CO-ORDINATES U,V,W

C 3)TF SCREEN CO-URDINArES rXS,IYS
C 4) THE: SCREEN RJFFER Cn-ORDINATES IXBS,IYBS

C T14F SCRKEJ IS INJ rHE U,W PLANE, AND THE V AXIS PASSES
4 C T~jRu THE CENTER OF THlE SCREEN. rmE SCREEN HAS X ANJD Y

C AXIS 4IT4 T'lE JQR!JIN IN THE CENfERS THE X AXIS IS IN THE
C U DIRECrIoN T4E Y AXIS IS IN THE -0 DIRECTIUNSEE FIG 14

C TAF SCREEFN BUJFF'ER HAS THE SAME ORIENTATIOlN AS THE SCREEN
C 9JT IT'S ORTG11 IS IN THE' UPPER LEF'T HAND CORNER, SEE

a (111) (t,'J0 (-N/2,-N/2) ((N-1)/2,-N/2)

C*

C -------- ------ Y

C

C I T AFG1
C

C FI)R A FOLI, DESCRIPTIONJ JF THE MhTHM'ATICS SEE THE %W40.DTE?~ O 7;1F~RO 3Fdel;3 PI

C8R); 1 MAY Rn PERTAI'JlNG rJ rHtE PROJECTION PROCFSS3R

T JCrU) PGc(O0jrAT.F)R'

K 4RP
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I ;l Jvt,'CR=[ I V I * '. CR
LqD j I P ,;)1

CrR41iSIArE HrIRIZON
IZHT=IZ4LI1ZE

CrRA'JSIATF: POTIJT
rzp F=TZO-IZF

R orATE 4ADrR

I V NA Il [P RT( 3 ,2) *( - I ,
T4JADIR=IP0TC3,3)*(-TZF)

C R~rATF 10RIZ04
UIDw1Z=I~nT(1,1)*XH+iRor(2,1);Yd+rROT(3,1)*IZHT

q Ni-IRIZ =t~i)T(1 ,3)*XH9+IROT(2,3)*Yw1+TRO)T(3,3)*IZHT
V-r.IR4OT(1,2)*XH.+IRgr(2,2);YiIROT(3,2J*IZHT

C Rl)rATE FIR~ST PJINT

I4Pn)INr=(IRnr(1,3)*IXP+140Tc2,4).xiP+IROT(3,3)*IZPI)/1)rVN -

C C04PFJTE Slrli P)R INCREEFNTAL. Pu3Nrs

OI.LX=IV'JADIR*t1HORIZ-VHORIL* IU4A DIR
I)e.LY =:V H,)R Z * ;14JAflIRH- IV 'NA ~IR * 4 tO I Z
A3SX=ABS(DELX)
AiSY=ARS()EY)
TF(2*At43Y.LT. AB5X/NX) TIEW

I~CXS=Slrl(1. ,DEILX)*SGN
E,SE. 1F( 2*APSX.Lr.A4SY/P1Y) INMN

[,ICXS=SIG'4(l. ,DELX)*SGN

C C04PUiTF FIRST PnhIT
IXS= rC!1-JsT*TilP9TNr/IV -JCDONSrX
I fS=-IC'lJT*I'yPrJI;4T/IV +JCOT SrY

IXBC=2*1 XS+NXy+.?) /2

J tX=1 KS+ J:frh~ST.(
ji Y=I ys-JCr!s'rY

C Cfl4PIJTE FPP,)R -]P FIRST POINT
J E N 11:1C 1N ST * IrP1 1 4 T -J I X *IV
JP.RRW:-IC;jf4.sT* TWP11'T-JTY'IV

C 14EXKT PIV.'r, r~s5I FrR WTN'ST PJ)I-Nr

4Q9
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IF D(* RI.~I) R. (2*JERtRU.LT.-IV)) THEN

JIX= SI X I;I41 CX

JFRR(J=JV1RRJ- IV*IN~CX
FJ,') I F

JTY=JTY+I 'CY

jFRRW=JPRRA-IV*INCY

C CHFC F:)P CRA3'i

D IfPI *,'F:L4ST S5R' EN COORDINATE=',IXBS,IYBS
100 1;(ItlS-4 .(;E. Ii) THEIN

oilr (F6,*) "ERR)R" POINT IS BETWEEN EyE AND S.-REE~J'
TYPr*,'TCRASHI"I,IP,IXRS,lYt3S',ICRASH,1V,XP,IXBS,IYBS
TiPE*,'ISCR~i,IAXIS,NPIX=P,ISCRN,IAXIS,NPIX
kk rohR42

F JD IF

c rHis CArIr, IS A TEST 11SINJG 4 STRAIGHT DIVIDE TO TEST THE SC6R!EN
C mCU-f)kDT4ATFS 'IF A NADIR CENiTRIC WORLD P31NT IP
C
0 IF(ISKY.'dt.1) THENr
D LPIINT=(RqnT(1 ,1)*tXP+Ror(1,2)*IYP-ROr(1,3)*(IZE-IZP))
D V~o((RlT(2,t )*IXP.HOT(2,2)*IYP-ROT(2,3)*(IZE'IZP)))
D 4.DUJ.T(RflT(3, 1)*IXP4.RtTr3,2)*TYPRT(3,3)*(IZE-IZP))
D Xi= IC!bAST*lTPOINr/VL -JCOI"STX

*D YS=.ICO4ST*dP0INT/VL +JCliqSTY
* D IYY5:Y5sSI(G(.5,YS)
bo IXXSZXS.SIGN(.5,XS)

D I(XSIXXS4.JX/2+1
D IYYBSIYYS4lY/2+1
0 IF(( AR3S( tXFS-IXXE3S) .GT.I) .OR. (ABS( IYBS-IYY8S).GI. 1) )Tf4EI
D TYPF:*,-ERROR IN SCREEN CO-ORDINATES.'
D TYP ,*,-'SHOUL.D REI,IXXBS,IYYBS,-IS-,IXBS,IYBS
D rYPF:*, 'r!CX,Y,JERRUI,4,I,IP=',INC'XS,INCYS,JERRU,

4.JFRRA, I V ,IP
O b E4 DIF
D QP

* C OtJTPIIT SCRFFM~ 'Pr1IFE CO-ORDINATLS FJR VISIBLE P
liF(NPIX.:Q.o) THENJ

TF:(isC'N(IAX[S) .Ut..4PIX) RF~rURN1
FLSE

R F T I JPN
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E.4r)IF
C CRVCI( FIR CHAl 'IE 1'J RESOLUTION

IF (IRES~t, .NFIlLDRFS0L) THEN
lEWF=~F2** ( ISOL-lL0RFSL)

JFP=ERU=N J) /NU~tRF

IV =(IV 4.JU 2) /NE M F
ICRASH=(ICRAH1JU2)/NEWRF

P. jO nI F

C RJArF: 11JCPVl'JTA, r)ISTANC.E FJR NEXT POINT

T4JPINC=(INOT(1,2)*IXPINC.IHUT(2,1)*IYPINC+IROT(3,?)*
I 1Zp I JC) /10 IO

I.P[C=(144T(1,3)*IXPINC4IROT(2,3)*IYPINIC+IN0T(3,3)*
* IZPI 1C 'TI)IO

C UPDATE~ V CO-3O?'!ATF

C C )'4PUJ'F: PrR~rl Frik Np.'T POIN'T
.1~ 4 =3 4~ I IC I ,4ST * I U PI N C-3 X * I VP~I N C

J rRRW=J-.J 'R - I C I N 5r *TI A '-J1 V I V P IN C

NK C DIKE1, TFT FOR 4FXT POIN~T
IF(I 4CS *Fl. -t) T'4FN 1

[TET-IV-JFRllFJm RRU
IF (TTtESr.Gr.0) THFN !

JERRU=JE.R~lJ+IV

J I :J IX -

Eu!VI (IpNCx! F) I )~rHEN
tTFST: IV-.JFRRIJ-JF.9RL,
IF (ITEsr.rLE.n) ?1F,. 13

JERRfl=JERRU -IV

IXBS=IXBS+1
w .; n~ 13

F U) [F !I
T9* (Ii CY3 *v . -1) 1 HFN 14

IF (ITEST~.';T.fl) T.1[.N



JAT'A E~PCFN 9O-fl-OO1'h-2

JIIY=JTY-1

TE=IV-JEAR*-JFRRA

lERR~qJERRW -IV

IyPs=1YFBS+t

F -j r) I F

G') TO) 10(Y)
E 40J
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APPENDlIX Elt

SCANFJ

q SiJRflUT'JF SCAN(*)
r'ATA v1124/tO24/
1'J,-t,(Jf)E 'PGCOMDAT.FOR'

c ?'its RD-iTINE ['CPNT5 ALONG, rF- SCANJ LINE VIA A BRESEJHA4
C" TYPF i.TIF PRA41I,'G ALGOJRITHM, VTSIdSIfY TESTS ARE PERFORMED
C FM3q FACA POINr.

K ILL,=()

IPCl1T)I(101'HR)+IN'C1O*NCR
IFEETEE-IKY2

IPC ICASE)=I0(ICASE)*INC*NC"R

0)) 120 lr=2,I2

IPNP( NT) IPP C .T)+
I NT) IL= N 124 *Nf)CR 4

4121) C~r 'IU!II

0 IF((IAW5(I()(1 )-PJ()).-OT.1).JR.(IABSCIQ(2)-NPN(2))
.;*T. I)TIF

TiPE*,'INVALID CLASS CHiANSEI

K I L L
0i 14(0 NT =I , 2
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IF( IF( N r *) . 0 ) IfHEN

qJP .N( NI) N P N(N r) /2
F, -NJ 0 1 F

140 COI:TVW'J-

ICrRNCR*2
ICL=ICJ,+ I
[P2=IPP( [JTiR)
IPI=IPP( ICASF)
IF(ICL.EI.2)THEN

IF(rP2.F2.(P2/2)*2)THEPN
IP2=1P2 -INCIO

ENDIF
IF(TIl.EG.(IPI/2)*2)T1E4

4 IRM=( c P2-LSI*It4CLD)/4CR)*NCR
IPPI8IMUSI*INCIG
I PP P2 =IBM -L SI *I N CI0
IF( ( AtiS( IPPP1-1P2)) * T* (IABSCIPPP2-1P2)) )T4EN

IP2=IPPP2

IP2=lpp1l
P2'4 D T F
ICBm:((TPI4LSI*INC)/NCR)*NCP

IPP2=IC'4..LSI*INC

TPI=IPP2

1'1=IPP1

IP1=IP1-12( ICASE)
1P2=IP2-IF( IOTHR)
IrFEP= -InKXY iC IPI JXY2*IN '-IP2*IXY2*INCIO) /'JCR

1P2=1P2+INCIO*N%^R
rEEP2=IEEPE-IXY2

[F (I FF: F.L .-I X Y2) r 4i.N

$ , IPI,L1P2

* 1P2=' ,IPI , P2
IKEE=:IFEE ~+1 Y 2
1P2=TP2-1%CtO)*N%.R

4'4
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IP(ICASE)=IPI
IP( !OTHR)=IP2
IEE=EE+JXY2

GlTO 110
E IJDI F

CTHIS IS A TEST WHICH VERIFIES THE IOTHR POINT GIVEN AN IC&SE
C PQI1JT
D LSI:NCR/2
D DrHER=1 .$JXY2/TXY2*IP(ICASE)*INC*INCIO +IE(LOiHR)
o irEST=orHER +SIG4(.5,OTHER)
D N=(ITEST-LSI)/NCR
o ITEST=N*NCR-LSI
D TESTl=A8S(ITEsT-OTHER)
o TEST2zA'5S(rEST-OTHER+NCR)
o IF(TEST2 ULT. TFSTI) THECN
D ITFST=ITESTtNCR
D IF(TEST2 .GT, ABS(ITEST-orHER +NCR)) IHEN
O IrESTzIrESrI+NCR
D ENDIF
D E'JDIF
D IF(ITIEST.tE.PP(I3THR))THEN
D IF(A8S(1 .*(ITI!ST+IPP(IUTHR))/2 -3THER) .GT..flO1) THEN
D TYPE*,'LSI.OIHER=',LSI,OTHiER
D TYPF*,'ERROR IPP(OTtiR)=',IPP(IOTHR),'SHOULD BE%*

* ITEST
D TYPE*D 'IP: ,IP,*N: ,N,-NCR=-,NCR
D TYPE*, 'IEEE=',IEEE.'ip1:,IrPI, 'IP2=',1P2
D WRITE(1O,*) DLSI,OTHER,LSI ,OTHER
D WR[TE(10,*) 'ERROR IPP(0rHR)='vIPP(IUTHR),

* SHIOULD 13C',ITEST

D WQITE(10,*) 'IEE:'.IEIE,'1Plz',IPI,'IP2:',IP2
0 ENDIF

D lr

K I tU,=

I LlVP:ALrITUnI. F PREv/IDUS NDN-VISIBLFE TEST PrJINr SUPPLIED
IBY ZRr)ArA.

L4VP=I PC3)

!ZRIJArA IS A S114ROUTINE 4HICH GIVI.N A DATA BASE POINT CALCULIATES
!Ti4E AL.TIIDF AID RE~FLECTANCE OF lHE CiOR~espfNDING T~sr P3INT.

GITO (1100,1002,1003,1004, 1005),IDATBAS
100t CALL ZR.)ATA(1010)
1002 CALL, ZPDAT2(l0t0)
1003 CAUL, ZRIA13(intn)
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1004 CALL ZWD>AT4clfl10)
1005 CA~LID ZR.)AT5(l1fl)
1010 CrlTJ.'

! C=A PRJPER TI:'ST 1,TN r3ORDINArE SUPPLJIED BY ZRD~rA.

!V15[1ILITY' rp;ST IjrR~wjoCE) (SEE2 ST4TEMENT OF WURK)

J.J=b9f4(TCASF*(E(3)-IP(3))
If?( TNr.r.T. 0) THENI

tP(TP(IrASE) .GT.IF(1CASE) )G0TO 400
LV(,JJ.GE.KK)GOTO 100

E li SE
IF( IP( ICASE) *LT. IF( 1CASE) )GOTO 400
lF(JJ,LF,.KK)GOT3 100

E qrf IF

!ROUJTINE HAS F~tl'ID A VIISIBL.E TESf k'OINf

IF(IP(3).L1E.LN~iP) THEN

ELSE
KIE=UIPr(3)-LOW(3))$IP(ICASE))/LOW(ICASE)
'ZCALC=IE(3)-KTE
CF(IE(3).-3T.KIE) KZCALCKZCALC+1
ICODiE=IP(3)-KZCALC
TF(TCnoDFLE.0) ICODEz1

400 C.jNTT*4UE !PAST H3VRIZLJN LIMIT

E f)
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APPENDIX EJ

Pk'SCEM~E. EJR

C P';SCE4F.PFnR
CPRO"RA4MEr RY "HILIP GArT F96-4741

C LAT~jsr RFV'/IJ D)ATE : V'ARCH 26 1981
C FIR A FJLL DESCRIPTIOM 3F THE MATHEMArICS SEE TH-E MEMO FR3M
C DR. R.W.PATZ DATED 5/30/80
C THIS Pk'iCRA- SETS UP THE FOLLOWING SCENE CONSTANTS:

C1. THE ROTATIlN MATRIX. kof
C 2. THE Ll1CAln OF THE SCREEN CJR4ERS IN EYE CENTRIC

C AORLD COURDINTAES. CORC4,3)
C 3. r~e LOCATION OF THE SCREENA CJRNJERS WHEN PROJECTED
C rO THE GRO)UND, CW(4,2)
C4. A VECTOR WHICH INDICATES WHETHER OR NOr THE SCREEN

-ONESPHIJECT OT' THE GROlUND). PRJJ(4)
CPkNJ(*) =0 => PROJECTS TO TiE HORIZON LIMIT

C PRI~j(*) =I => PROJECTS TO T'iE GROUND)
C 5. THf L~INKS PETWEE4 THE FOUR C3RNERS ON THE GRUU04
C AA(4,2)
C 6, THE A'JGLj RETWEEN SCAN LINES, SUCH THAr AT LEAST T40

C SCAN~ LINE4S CUT? THROU-GH EACH PIXEL. ANIG

S:J$.NOIIT[t4F rPTSCE'JE

T 4CurrF: 'PGrl)')AT.F0R'
nrMENSI)l CPRf'J(4),CROSS(4)

C
ri RTZ!)'Jlr1"=4SO0.
N P L=I F Tf 4-1

N i=r y *fr' "L
C JOMPITF SINES AID C(ISI-IES

Pt TCHl1=PlrC,1* 30141592654/180

9ANlE A 4K*3. l'~PI N93.41A05418

S':S I I A jK I)
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CA=%CO St -3A ~v l)
C C )mPUTE r'-E R~rA1'i-Wl MA1'~1x

P )T(1 ,1 )CF*CH.SH*S4I*SP
R)T(1 ,2)=-S.P(3-SB*SP*CH

V. )T (2,1) :CP*SH

wmF?, 3):-SP
R )T(3,1 )=rF*CH.CR*SPSi4
PJT (3,2)=-SH*SIB+CB*SP*CH

Rfl (3,*3) :Cfi*CP

C CALC IUArF rH SCPVI 2i COJRNERS IN EfE CENTRIC WORLD COORDINATES
C3P(4,3)

D) 10') 1=1,3
AI=IUS*RlT(1,1)
A2=IVS*QIT( 3,1)
A 4=TVS*NRT(?,I)
A s jt x * ) r ( i , T1) /2
A',=bY*PIT( 3,1)/2
X=A I+A2*A 3
Yl=A4+AS
Y2=A4-A5
C )R (1,1) X.Y
C)4 (2,1)=X-Y2
C)R (1%,1) X-Y 1
C') PC4,1) X +Y 2

100 Cl T T"JU E
C --J4P[JTE TiF DISrAJCV: FIRM THF NADIR Tj THE CORNERS WHL.N
CDRIPPED) TI THE: FLAT EARTH CMA%-(4)

n) 26!) 1=1,4

D-) 15') i:l,2

CAAG(1):CmArC(I) +. K*X

150 CVO:TTAUEJf

200 C )N ri IrulEF

C CO'4P'JTF THK CR.Jc)S PRODUCTS OF THEF SCHLE~k C')RNERS CRUSS( 4)
CROSS():COR(4,1)*C'JR(1,2)-CON(4,2)*CJR(1,1)
rp.) 30') f=2,4

300 C)'JTI'U

C )PrETHFg A j'%rF TO ;~' SCREEN CORNER FR(W THE~ NADIR CAsiGC3)

-19H
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350 C -)4 TI qk

C-cI F G 1 1, T )CA NGT J " I+2C 4 592)

375 c ), r x i .
- ZV4PUTP l*2Lj- FTET-Wi ),1"tISSTIVr. SCAN LINPS

WA = Rr TlI'*HtX * ,X + (Y*II/(JCciGA )CtG l*I x)
^ ')IAPIJTF AEfF' IS TPF NAIR'iL

J)AiD1k~ !INAIIR IS OJTSI)F

j JAF)IrR= .A L)I R I S I NS I DP

CP41JJCT T,,F SCFE r')3'j ;RS TD) TCIE FLAY EAkTH
C C~( 1* 1; T: *ArhIr; kCV'TRIC -)]R'I:JAIES OF THE IN~TERCF T

C T iF L f - '19 FP h V~i EY T1,4PJU '3H T i S C DRN E P ( C IR C *I) DNTo rH F
C I~vJ ~'v- v SJc Ir4' I , fF R t P JCZU RS T HF~j PR JJC(I)I EL sF

PR P).j ( )=o iR pqrJ ( ) =r, rH P '".v, I H AS A 1,ENGTH CORESPN')~4
!7 Ti fH. , 47 01 f,(J A IMT.

Icf(, ) ~ E 1)H4
PRV'J(T)~O ~THE ' NLR PROJECTS rl THEMRI)

(1J 0 TH SCL=fRZ'I~/LA HC1)

iC A(11E =3CL*i H. n 1,1))j1;1 A

p ? ), 71 !THF h'f. Pr(JJFCTS T,. THE FLJAT E'APTH

700.(),J I Z E C R 11 *P3J(I

A C3T ) C (3 , 1) , 2 C P I

A 2 4 T )rC 2 1) (311

10 7

I T C 4 13
. V. .;q*T*2

I C~ ~ V* I. A(,T)= lviT

TO vJST P.

4 Q l
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TFIRST~l
I FI I4ISHE ~D 0
TAXIS=1
1!PTX='JX+ 1
ci Y- A%. ;:
K 5SL =

C KSL is rHP CORNPR~ CrVJNTER I THRIJ 4
I ASJ:0O
I YS')=(

q I P fl P R= I

RETUP '4

F

S 0
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APPF~r)I X E'K

PGSL. FIR

P ;9 SL.FP)R

CPRJc;RAMA.) f.AY P:iTLIP GATT R96-4741
CLATEST -4EV1I'5I'J [)ATF M~A;(CH 6, 1961

T HIS ROJTIPJ: c3,pUTrs-:S THE SCAN LINJES FOR A SCENE ~JNE AT A TTME
H TE SCRE~m CD~R 'S AR 41, NtAERF-1) COOUNTERCLOCK WISE 1-4 SAr~

A fC THE JPP R ;I';WT HAIr) CORMER

Cj'JrPuT JARIAbLF-S APF (Xq,YH,UPP,RLOAR,IFTNISHtED)
C IXq,UH - PlEETNF THE LOCAT1% OF~ roE UMAEST RE:S3LUTIOJ ctAqGE:

C IjppFR - rPwPIN'FS TFJE I)PDFR F3U!14 FOt PR A PARTICULAR SCAN LTN4F
C LER - D FINKS rHE? L')mP RULI.An FIJR A PARTIC9,LAR SC4N LTNE

V) 0 C IETNJSwPr' - OFFIJES .VqENJ THE LAST LIVE HAS BEEN COMPLETEP,[
C 1TER"Au, VAR A,-lFq rSE) FJR TNr)ICES ARE:

K 53 L li)F 'TIEI'S THE Cli NER NJUASER
75TL 1rE11TIF'IF- THE X JR Y CJ4PONENT TO bE TESTED

C, 3L$ 10 A SIG 4(JLTIPIRFK LSL HlAS rHE EFFECT OF
C A;S0(UiI i' 'AI,IJF

Z F'JR A n SCPTPMIIbI OF TllW A'i 'AT1'S SEE THP 'AE-O FRiJV
C DR. HA. 4. PAT", PATr 5-30-RO

5fJ". JT<4ll' ,;LCR[--AT

nfr:'si )'J FPM ~3
cr IS A R''CTPTl c*~;r C mpijrps NE IqrFCEP r J)F THE SC-A L 'E
C 4 ETli NTH.- SCPFK4 Ff))TPP-I IT OL rH 3

* (A*X+b*Y)/(R*X-A*Y)1

IF (IRST .'1)T-iFP:
IF (')NF~OrHr-N !IA')IR IS CJTSIDF

-:rA P 2) C-4 4 2
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c C'(,)is rHE R:ArhIP CIKJTRIC COORUI'JAfES JF THE lIqTERCEPT Or~
C THE LINE~ FR,'k THE EYF THROUGH THE CORNER (COR(I,*)) ONvTI T~
C GRIJND) PLANfI. TF SLICH AN INTERCEPT OCCURS THEN PRUJ(1)=l ELSE

CPROJ(l)=0. IF PROJ(I)=0 THEN CW(I.*) 4AS A LENGTH CORESPONDTN-i
CTO THE AOJZ0N LIr'IT

C PIRJ.JECT THP RAD)IUS THPr)'JGH CW4

SCArAEH0R iz9NLrM/CMAG(4)
XH=COP(4,1) $SCALE
YH=COP (4,2) *SCALE

ELSE
IF (NADIR F.o~.) THEN

TL=T( JG,RLOviER(I) ,RL0OiER (2) ,AA(4, 1) ,AA( 4,2))

E r-., D I F

'RLO$dER(1)=PLOvER ( 1) AA( 4,1) *TL
RLOWER(2)=RLOWE(2)tAA(4,2)*TL

C CORNFR CROSS TEST
SliMA~N G:S UMA NG +AN G
IF(CA'gG(KSL) bLT. SLIMANG) THEro

rYPE*,-CIOSSED CORNER ',KSL,-AT LINE ',LIVJE
TYPF*,IwTTH LAST POINT,SCREEN AND WORLD c~oRDS:'

* ,IXBS,TYBS,IP
IF (KS, .ED. (3i-NADIR)) TH4EN !NADIR=1,0/IN,')UT

I E'I rIS KED =1
TYPK*,-LAST LINE IS COM4PLETED-
RETJRtV

E r) I F
KSL=KSI,+ 1
10Tf(l00,200,300,400),KSL

C NPIX IS lNTTtALTED INSU'RR INPUT IN PROG PGMAIN
100 rypF*,'FRQR KSL =1 =',KSU

30l TO 500
200 IAXIS=2

'JpIx=0
GOTO 500

300 IAXIS1l
' PT X :0
7,nTrj 500

4U9 IAXTS=2
*JPIX=NY4.1

S0n c )Kri~IE
E I F) I

C ICAS SFLjECT5 )Th OF r.HREE ROTATIOJN 4AfRIX APRJXIMATIONS
IF (ICAS.F1).1)THEA

X=XR - Y44AAG
Y=X4*ANG + fH*(1-SORA)

E[,SF IF CICAS .EXe 2) TiF.N
X=Xr*(I-SJRA) -YH*ANG3

5 02
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'(=XH*ANS +YH
EfSF IF (ICAS .EZ. 3) T'iP>

X=Xl1*(I-SJRA/2) - YH*ANG
Y=XH*AN9 4Yrl* C 1SlRA/2)

EL SF
TYPF*,RR~lR IC04S IS NOT 1,2.3 gt!T Is*,

41EN I I CAS

q~ 4H X H +.s I "i s C i X H
I £R=YH+SflrN( .,Yb)
l,!23i ( I ) =PLO-IVER ( I) + RIN~,LJER (1 I)
rJA (2)=4LorP (2) + 3IaN C * , RI1JWER(2))
L) ' ( 3) =)

s3 /o 4
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APPENDIX Eli

C PGVISSFFtR

C THiIS Sfl13N'UTI 4F WILI, SET UP THE BRESE 'H-,h ALGORITHIM IN SCANJ.
CTi-f O Inu rP!T VAR1APLEFS ARK:
CIEEE rHF' Ep~nR TER!$ F'DX THE BRESENHAM ALGLIRITH4
C I.XY2 THE DISTANCE TO THE HORIZON ALnv~c THE ICASE AXIS

I ) y 0j~E AALF F XY
C JXY2 TRF OISTANCE TO THIE HJRIZIN ALONG THE IOTRR AXIS

I 4CLUDE 'PGCLIOfAT.F9R'

C EOR A rvif)D Df)1CPIPTT0V ')F 10THR ANO ICASE SEE SJBIROUTINE SCAN.
I g fIAA S IY H),*Gr1'*IAB~ScIX ) ) T H EN

ICASF=2
I -)TH R= 1

1CASE=1
1l-1T i1 R r2

C DcrERklli~T J(; TCAS. Alil) rTTR4 FR A GIVEN SCAN LINE USING
C G F',HAk"S ALGV1RITHi A14IC4 IJSS A SCALING FACTJW JF IWI.
C 3EST4T~rms !J -I 41RK

AlP11AF i=-4S/IE) AS

TXT =Y?(TrASK2

IW l X Y? . UT *C() T'*'N

JXY2=-IY)i



v'r~~wrPFN90-D-001 4-2

I ;)X(YIXY2/2
IEEF:JX Y2-IDXY
D3 100 lr=1,2

I PCNT) :0

I P N p( NT) =TEF:(NT)
iF(I:(rNJT) b.f~o)rpNp(Nr)=iPuP(ur)+i
~4P !a CN)=:I P i9JP C T) /1024

r oCN T) =mNP N C4T)
1o0 C)A3T T N UE

ICL=l
IF(IDATRiASFQ.1) CAL16 ZRDATA
IF(IDATBAS *EQ.2) CALL ZRUAT2
IF(IDAT'VAS FEQ.3) CALL ZRI)AT3
IF(IDAT'RAS *EQ, 4) CALL ZKDAT4
IFCIDATBAS .EQ. 5) CALL ZRDATS

C 1F THE VIEWEi'R IS WITHIN THE LEVEL SURFACE NO VISIdLE POINTS
C WILJL BE TRANJS.ITTFD BY SCAN. I.E. IF A PLANE FLEW INTO THE
C SIDEZ OF A MO'4QUTAIN nR INTO THE OCEAN, ETC. SEE STATEME.NT

O F WURK DONE BY TFRRY TANZEY.
C

TYPE*,'FYE IS INSIDE THE DATA BASE-
TYPF*,'AT THE WORLn POINT',IPP,IP(3)
STOP
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APPENI)l X E'M

'IYPICA, USE OF REM.. SCAN PROGAIVAS

lhe routines are compiled with the aid of a comand file called
PGFOR.CMI, which compiles all the routines for the user by typing
IPGFOR. A listing of PGFOR.COM is given below:

$ON ERROR nIMN CONT[NIAJ

$FOR P(:N

$ FOR/DI. I NES PIP(FRO.

$FOR PCSL

$FOR PCSGLNtL

$FOR P(,VIS

$ FOR P(I).AT.A

$FOR I(;FI IIUER

$ROR/I)I,I NIS P(.CMI N

$ FOR P(;IO(OAI)

$FOR P;CAl

$PIIR ;1: * .(~)

.t:XI',,

Athe :WR'IPN files are linked together by the coniiiand file P(LMIN.CONI.
The user can Iink these files by typing -PG1(;NLAN. Ihlis file is listed
be low:

$1AINK -

I(b~ N , P( k<,(l iNl , P( ;SI.*, P( ;PR( 3. J , iN 'F11,'liiR , T( ;1 ).XI'>\, i(N .,P ;vi , \N ,P(' O( ;l,O.\1 ), ((,\, -

I)I (:: IBI,KI)AI, I)I C::I)! C('MIU!)/I, I B

'lhe uscr can create a picture hy typinig RUN IIGLMAIN and hv typ in, in
* the required input information of '[able 1. A., samp)le pictlre is given

in Figure IN I
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TABLE EM-1. Input Information For The Sampl. 'cene.

PRCMPT RESPONSE

INPUT SCREEN SIZE 512

ENTER C(MtAND 1 (RUN SCENE)

DATABASE CHOICE 1

STARTING AND ENDING SCAN LINE 1,2000

PROJECTION DIVISION FACTOR 3

A FACTOR FOR THE SCAN LINE ANGLE 1

ICASE (ROTATION MATRIX APPROXIMATION) 3

SCALE FACTOR FOR THE ROTATION MATRIX 2 500

THE EYE LOCATION 0,200,800

THE SCREEN CENTER 0,1,0

THE SCREEN DIMENSION (LX,LY) 1,1

PITCH, BANK, AND HEADING IN DEGREES 5,0,0

ENTER CCVIAND 3 (RUN DICI'ED)

ENTER C(nAAND 6 (STOP)
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Figure EM-1. Sample Picture.

The input information for this picture is listed in Table EM-1.

After all the input information has been entered, the routines
will create the scer.- data. This data can then be written to a
file or a Polaroid picture can be created.
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APPENDIX FA

S .COVJD ,FNERATIT4r REALSCAN RDJTINES

Appenditx PIA to-r,,tlb FPA contain the rouatines tmilt are c o nsj
lerel trhe secnl]rHierneration of REALSCAN.

VIP
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APPENDlIX F~b

PZ~tJF.FDR

1CPZRUF F.FWR

1IATE(-,FW *2 ITF'1BIJF 3 , S12 , 512),INr12C512 256
i rF -~C 5 12 , 512)

CJ4YOl/ 3'JF/ ITFMBL)F, IC'lirK 1 UIVAL~EThlTI1T

St13/51 4
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APPENDIX FC

L ~PZCOMDAr. FOR

r7 P/,C.JMDArFPp

C T-iIS IS A COM"flN riLOCK FUR THE ROUTINES WHICH GE4JERArEF C A COLOR PICTUWE iF A 3 DImENS104AU SCENE

I11TEa(,R#2 ISCPN(2) ,ICOLJP,TRV(3)

CJIMV,'1/PJNTS/IPP2),IE3),1HJRLZC2),IPC3),LOTHR,rCASE

C)M/ ' T/TT/SCRN,IPC,YPJC,IZPINC,

C FM 49 r, D R m , I P V , S A N C, RI ,I N 0 Ej , Xy Y Y

CJ'/.40V\/6ArGS/ TP)ATBAS,IF'TR,ICJbJR,LINE

F VJIVAEA>JCF. ( IR, IRVC 1))

c ipp is rHw- )ArA PrTINT 1I4 4OREJ0 COJRU)INvArES,
CIP 1S TIE SCA1,Eo nATA POINT INJ EYE C0TRIC q0lLRD COORDI.IJATEs.
C(12 BITSi), t,04- TS T-IF SCALFD LAST VISIiLE DATA POINT I'J FYF

C CEIJrRIC iOPLD Cl.")iPrINArFs (12 ;41TS), IHORIZ IS THE END OF
zrAE SCA J rIJF IN4 W CFA'TRTI AiRD COJRDI.'ATP.S, IE IS TR4P
CL)CATI'fl 'IF THE flaSFRvE; IN 43RLD CJc1IPtNATES.

Sil5/51 b
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APPENDIX FD

PZDATA3.FUR

q C PZDATA3.PIR

C * SUBROUTINE ZRATA *

C * DATA BASE 1

LATEST REVISIIN DATE: SEPTE4BER 30,1980

C PROGRAMMED BY: GERALD L. BECKER

C THIS IS TO BE USED 4irH THE DICOMED!!!!!!I
C<<<<<<<<<<<<<<<<<<<<<<<<<<<<>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>

C T4IS S(JBRRlUTVNE IS CALLED BY SUBROUTINE 'SCAN'S

C TI1S SUBROUTINE DEALS WITH DATA BASE 1. DATA BASE 1
C IS AADF UP OF BLOCKS 4ITH 3 POSSIBLE ALTITUDES. POSSIBLE

C ALTITUDES ARE HIGH (512), LUW (-128), AND GROUND (0).
C ALL CALCULATIONS Ii ZRDATA ARE 4ADE WITH INTEGER MATH.

C 1 2 3 4
C ***************M2 THE ENTIRE DATA RASE 1 IS COVERED

* * * * * iTH DATA 3LOCKS AS SHOWN rO THE LEFT.

C * * R * 8 * 2 *1 BLOCKS OF TYPE I DATA HAVE A HEISHT jF
C J= * 1* 2* 3* 4* 512. 8LOCKS OF TYPE 2 DATA HAVE A

C ***************** HEIGHT IF -128. THE REFLECTANCE IS A

C * * * * ; FUNCTION OF POSITION WITHIN THE FRAME.

C * R * 2 * 1 * 8 *2 6LOC S OF TYPE 4 DATA ,iAVE ZERO HFIGHT
C J= * 5* 6* 7* R* AND A RFeL"CEANCE OF 4.
C *** * * ****$***** OEFINITIONi:

C * * * X* $ CLASS: DIFFEREnT LEVELS OF DETAIL :R

* 1 * 8 * 8 * *3 RESOLUTION.
C * * * * * FRAME ZCURDI AiES: Ml ANO -42 VALIJES
C ***#*******$** SPECIFYING THE BLOCK BEING USED. EX-
C * * * * * AmP[LE: PJINT X HAS FRA4E COORDINATES
C 8 * 1 * 2 * *4 413:, 42=3. FRA'ME COORDINATES ARE
C * $ * * * CLASS DEPENDENr.
C ***$$*****,*** ARRAY INUICES: POSITION oITHIN A GIVpN
C FRAME.
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5JRND~jT Jr' ZRI'ATA(C*)
I JCUUIDF PZrOH)4 D r. FOR
COI'A/ APASE/N124,OF1( 3) , IFF3) SCALE(3) ,

*I -HrFIDC )() , l,SPA(IVA ,CDVMAG, IDOV2, KST, KSI4 ,KSI , KSI7 ,IST 8,
T* I SrTY(3),SIB4OVA,SiB7OVA,DND)1C3) ,W,MAXHEItGNT
C)MADO'i /"2RNnl/ INX,IN4Y
I 4TE:3FH*2 I~ND .XX,TNr)EXY,rD,NC.Rl
INX,11-Y,Kf,I,K(2,KL3,KH1,KH2,KHJ,IBL

DI4FENSTYj IPNP(2)
DArA SCSAM /.9/q C ~MAKXEIC-iT MUST RE SFT FOR THE SCAN~ LINE INTTILIzArION
M4XHFIG4T=512

C BU1LDIN)';S WTT-4 PUADS AND) 2 NOISE XYPES AND '4ULTIPLE RETURNj
C
CIP :~NADIFP CR2JTRIC CO-ORDINATES

C IPP :=.4)RLD CE11TPIC COORDINATES
CIPP Ip + IK;
I F IPP<l) ;IPNO=IPP~l

CELSE IPNP=IPP
Dil 123 0='J1 ,9
I0tJP(M1PN) :1PP(JN )

IFCIPP(i*J').LT.n)IPNP(NN):1PNPN.I).1
123 C)3;TIlJ

NPHII,Nl024*NCR1

~4jX=M0fDC IPNPC I) ,(NPm IL) )
4JY= A00OCIPNPC2) , C PHIL))

C ARRAY INJUICF.S F~hR A[JL Cl'ASSES ARE CALCULATED.

C rilp. HANGF OF' INDEXX,INDEXY IS ALWAYS 1<=1324-
C THF. (GRID 4Orr0r'0ARIES OCCUO 04 IDD LINEWs. THE IDEA Or
C T'JDKXX, I'DFXy rfl)RDINATES IS TJ MATCH DATA COM4PRESSION

C TvFlPW4Ar~nN AS IT AJULbD Bt 4rCESSED TN A HIERARCHIAL
0. DATAFAASE. TO DEFINE ROUNOARIES ONE NEEDS, IDO, MBI,Mi32,

C T'F D[SPLACFMFNT FROM ID!) IN THE COORDINATE FRAMF. ALL
C f[SPLAC14FNTS APF POSITIVE MODULAR ARITHMETIC.

rE (IPP(1).GE.0) IHEN
I "J 0E K K C IXK/ NC N )4.1

I J D E K K=(M j K/NC N ) ,1024
EJ ) T F
IF~ (1PP(2). ;E.0) THEN

ELSF TJPY(J/CI+
[N [)E KY:(MJ Y /'J CR1) +1024

5~1
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Inl IF~'

BLDCW 35.>~eT APE DFP~;rjUANT rY, qHFTHFR 1OR NuT T4E TS'r
P1 4T Is ,irH14 THF VAINCRI RANF.

IF'( CL* ( *9)T'4F'i

TYPF,'F'RRW) ICL .Gf. 9 :ZPDATA 9400'

F 4 D I P,

I IJ X 1 'A 9 ) ([1141 DF X X- 1 , 10 )
qI JY=I%4C')( I NDr),X Y- I , I D D

THI r PiI'TJTEMw ISSII,'AFS c12cIC-
KfA:I'A)(V,4/NCRI,ID0)

Kil =I *M)( (1 024bh4) /NCP I ON)-1
K-0=1 '~f)( (1 0241-1 28)/NCF< 1 I r))) -1I
K L4 1 I ')D( (1024-161) /i4CRI Lfl)1-
Ki,1 T,4P1I'Jri KL3 S~r THR LjovtR lUis

'sTI !>F.jJ(H KH3 S~r THF OPPt.N BJLIVDS,
4k~J = PN4Pc 1) /1024
A02=I PN PC2)/lu 24

3 C F n A2 ,4

tF ( tPP(2) .LT.o) JPEM=J, FA+3
.I =J. P 1-1 + 4 1 R E'M ). +

I 1l )1 1 ,i 14'.2 10 4 0 , 4 ,b0 6 ,1070A1U 401001

I IP 3) A 10) 1W A SS I(N1.>j-iE r s AR ~AL)E . THIS ASSI1,NMENT Is
r) D-P f)IF 'IT T TH vF P4 F I ~TC F'S

7
1021) (7 ) r T 'I(";

i r)
104'0 C' r T j''

?4 A 'l, ';N. ) ( ') , (), I ! K H~ 1 ~,
1F'IN X . 1T . K 1 ;ri 8

r i Sf 2A 3 4 L= K I
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JF'(tNX.bT.Kf~1) GOrO 8
TF CTNY.!T.VHj) GOTU 4

C AL1L1 C P 5 *A CK I,1 ,0, 18 L ,K 41 ,,4*5)
G')r) 3

1070 C), 7
CAIL ~C,,TiR,8*,8

CALL CPSIFAC0,o, L8L,I1BL,*b,4*4,*5)
G I TO 7

q1090 C )NTT 11H1
CALL ~)K1,L K2K1,~;,8
IF (JNX.,T.KHI) 1oTr) 8
I PC( 3) 5 12
CAiLL CRSTFA(KL1,KL1 ,KH3,KH1,*6,*4,*5)

1100 C')N TI N ilE
IFCix.Gr.KH2) Goro 9
GITO 9

1120 CJNTIN'iJE
IF(CINX.("T.KH2) COTO 9
IF(INX.G-T.V143) G')TO 8
I P 3 ) =-12 8
CALL CP.SIFA(O,0,K113, IFL,*b,*4,*5)
G) 33

t 13 0 CJNTIJLJW
CALL GhJ') (Kr,2,0,'V42, IBL,*'9,*9, *b)

1140 CJNrI-juF

D T'(PI*, 'KU2,KH2,KHI=1,KL2,KH2,KHI
CATlL cGNn(KL?,0,KH2,KH1 ,*,*q,*8)

IFCINX.rr.KH3) C.(JT') 8
i;,CiNx.Lr.KL3) (1T0 8

4 1 P 3) =512
CAIJ, Ck.s1FA(KL3,o),KH3,KH1 ,*b,*4,*5)
GA T ) 7

1150 Cilyrit~2
CAI.L (Nf) (K 12,K1 LI K H2,KH 1 *9, *9, *B)
IF(LNX.LT.Kf,3) COTO 8

TP( 3)=-174
CALL CPSIFACKI,3,KL1 ,KH3,K~i1,*b,*4,*9)

IF~NX2T' .L7 3oo

G, )T,) R
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4 C PITJI'! '
DPE'F; CYJSt-TAIT,Y VARIES

i: r I

I'') T 0 9~
5 Cj.t ri,,juj:
C FR9VJT A~j) PACK M'CF-So*Y C:'JSTA'jTX VARIES

T(PF.*,* 11,

I R =P7

F. 4 nl I F*
TF'CIP(3) *Pci.-129) THiEl'

IRC TR-t 27) *.7i+1 27
E'4D IF

6 C J, r 1 411

D T . *v 1;,1r
I R 127
c,,i rn L

7 C ojr iN u
C ROOF TFXT'i4E

C RT'I'm TI

I F I R = 3

9 C r 1r:i
TPr* , '" q" , T r EX XIND :YI N D F. ;X XI Nr X Y
I1R 7 0'

I F I !j X . ( . O / N C R I ) ) j 2 4 = 2 0 0

IIr(rNy.i 4 /C Th-4/pJCR) ) T P = 15 0

I -j H W ) r H 'N

K W)IF
D TyP;;'*,* * =,
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99 IFTR~t

E'JTWY ZRR0FC*)
P 11=90.*/ 72.
IR=(Pll*CSIN(.092*IPPC1)+.04*IPP(2)-1.)+3.*SIN(

*.26*IPP~l )-.103*IPPC2)+.S)*b.*SiN(.432*IPPC1)+
* 197$IPPC?)+.R))*CSIN( .%o*LPPC2)-.037*IPP(l)-.96)+

*3.*S1'4( .293*IPP(2)+.096hclPP(l )4.45)+4.*SIN(. 385*
* PPC2) -.1 h*L)P( 1))))

C ALPHAV :-4.5/i/-r)IZrN(ICASE) ANL' IS Sh.r UP IN VIS
Tc R'4 I.XP(AtLPr4AV*( IPPC ICASt-)-IE(ICASF)))
IR~ O S 9~+ I *TFP~M
IFT(TP(3) EW -1263) 1R0Q
IF(CI4.CFT.255) rYPF*,'Q'/ e ZRcDArA IR,IP=',IR,IP
RtETIP I I

r"W Vr) C04PITP, rinp,

JV)TS'T *14 GJCROHNO~r
PIC 141)X A4SCkinL)C CIPP(2)-IPP(1j/32) ,2044) )
cc I \JflY= At3S(C'o!)(CIPP(l1)-IPP(2)/12b) ,2044) )

CC I F(I 1) X LT. 10l24) THEM!
CC EPIFDX= 1 + I'JOX/2

CC l1i)X= 1023 - INDTX/2

cc I;?( T NrY i1r. 1024) fHFN
P. #' .K~yI + 140Y/2

CC I~jr)Y 1023 7 NDY/2

cc I=2 + S5CA 'A 10 A T(I Pr)X , I N)0Y 1+12 8)12 7)
CC F XPC(- . ( ) 0 5*IPC2)

I R =12 7

FT R j , T

1 (( 1; . 1. X) JR . ( I \' A . F. . H X A f) D .
I,, C( 2 Y* I>. 1) TLN (N' Y .j . H Y) PF'TUR(C'

-- - - - ----------------------------------------------------------- - -

2 2
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C

T~C("~X.EOL~X )-OR- (INX .-60- RX)) RErURN 2

p--- - - - - - - -- - - - - - - - - - - - - - - ---- - - -- -

FACE rFsr

IF((INY .FQ.LY) .OR* (INY .E.. HY)) RETURN 3

I,

C -- - - - - - - - - - --- --- - - - - --- - 0~------------- -- -

RETIPIN)

S JBROUTI' E GND(IX,LY,HX,4i,*,#,*)

IDTEG .:R*2 INX, INY,iX,LY ,,X,HY

Cl 14 r) N / RNr',/ INX, 114
• C

Ir(INX .L'. LX) Rp]I, R, I
l*(liX .G'r. HX) RTJR'N 2
TF(INY .LT. LY) R: .T N 3
Ui'(NY .3T. Y) RETOPR 3

R P iTUR U I
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~APPENDIX FE

P Z FLTER * -0

PZILT~q FOP

SJAR IT JF FI'jFIL
V'4CLU) 'DZC0V)AT.F1NR
I I4C[LIf-oE ' PZH4'1F. Ffl.R

100) T'fPE*,'4E ARE IN rHE- FTUiTLR STAGE'
D ) 3 00 J=I, T PI L0 IM
01 300. t1 I, TFT V) 1,1
K.) IV=I ClT ( I ,J )
IFCKDIV .NF:,cO) THEl

VIP IFC(sOTV.LT.0) KDIV=KDIV+128
'DO 200 KVS=1,ICOLJR
ITEMIFCKVSg,i,j)=(rriJF(KVS,I,J),KD)IV/2)/KDTV

200 C)! T Ifj U K
F 'JOIF

300 C )AjJT -lfL~.

F:4T4Y CfA
0:) 401 KVS:1,TCr/j9R

n] 40) t: ,IFIrDI.1
I ' 4 () 0 V =3*F~ * I T I , J) 0

I r if;1 F ( K (V 5, 1 ,3) r
400 Cl % rT LUFr

R T U R N
r)J
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APPENDIX FF

PZLO-yLOAD *t'OH

q C Pit,)G!,0AD

S'JHR31TrTJ : Lle'LDAr)
I JCLUDF 'DZHUF.FOR'
IlCUMiE 'ZCOP4DATFOR'
C,)4M0'J/L3AD/IXSOTYSO !C0V MJN 4IT.1 'ETSCE.IE

K 1 UMNT=K Zn UNT'+ 1
IFC(TSCR\i(I ).NE.IXSO).0P.CISCRN(2).'jE.TYSJ)) THEN

I PC).qER =?
K cO NT =1

tYSn=TSCRN(2)

loTn 100
ELSE IFCIPO4FRE~sKCOUNT) THEN

IPO-NER=2*IPDOER
100 ~;IT)(()0,200,3UO,4i)U,500),IF'IR !GET REFLECTA4CE
200 CALL COrL0RIR(*60o)
300 CA~LL z~RCND(*600)
40nl CALL 7RPOF(*6O0)
500 CALL COL'JRIIR(*b0U)
600 Cf)TINJF

IF(CCN'TI5CRN2),ISCRNc1)) .*'U.12b ) RETUHJ
IF(CTS?)1C).,F~.CIFILDrT% 1)).)R.(SCRJ(j).LLE.0)) THEN

T - E R T I I W I

*ISCR !(1)),INV(KVS)

K: ' Di I
R F. I1)R'j
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3 ~APPENDIX F'o

PZMAIN. rUR

q C PZqATN.F)R

IA".*LLDF 'PZCDMDAT.Ff)H'
IACL[JDE 'PZBUF.FOR'

C IFIbDIM~ IS THEF ILE DIM4ENSION~ AND THEF SCREF!4 DIMENSION + I
I F 14E WISH Tr) HAVE A 2*SCREEN OF DArA PER LINE THEN IFICLDTM

C 1024 AND AN'GLEFACT~1 ?? SINCE ANGLEFACT IS 4 FUNCTION 0F NIX.
100 TYPE*,' DOl YOU WANJT COLOR (3) OR BLA~CK AND OHITE (1) ?v

kICCEPT*, ICC)Lr)R
IF( TCOLO'P.F,). 1) .OR. (ICDOR.EJ.3)) THEN

FUSEE YPF*, ICOLOR', ICOLOR
GITO mnO

200 TYPE*,' EtqTKR COMM'AND Ri !qU.'RR: 4

TYPFE*,' (1) INITJALIZE SCENE AND RUN MAIN (NOTE:'
TiPE*,'FILTER 1 FXEcurED AUTOI4ArICALLY)l

T Y F *, :(2) RUN Dico~iEu PicrURE JF RIJ7FER-
TYPE*, *(3) WARITE BUVFt.Q AID ICNT'

TYPE*,(4) STOP'
ACCEPT*, ICO-AAND
1G3TI (300,41)0,500,600)) ICJMAVU

300 CALL RihiJ
,)TO 200

400 Cr)JtT IIIRF

CALL 5nTCiwC0,0,O)

500 C IN TI *j ) E
TiPgE*,' VHIlH FILE~ DO Y10 4AAVr 10O WRITE I1Fmv6LJF AND'
rYPF*,' ICNT INTO ?V

ACCI PT*, tFILE
riPR*,' 4,TI(' ITEM,30F VqTJ r'ILF- ',TKILE

l FTfjll),K~1,IClLOR)
rip~,' ARITI'JG IC'T INTO FILE~ ',1IlLK

a)TO 200)
610 S rlp
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bio F)RMAT(t3?AI)
700 FlPIAArC~i62)

E

S!JL4R9IJTI 4F R111
C NIS RO)JTT.NE -4lLL. CrYJTHIL TH4F S~UENC1N5 OF THE RtAL SCAN
C A LGR I T iM 5.

I'iC[,l(OF 'DZCOkMAT.F)R'
IJCLJOE 'PZf4UF.F,)R'
C%-''4()tV/SJ'J/A,,C,SMARG, SKYSCL,DIVSKY
C)3AOQ~/%lAIN/ISTA~r,IEND

C CLE4R MAKFS TiEh ARRAY'S ITEMRUF AND IC-NT~o
CALL CLEAR

C GErSCE4E INITIAIZES MOST PICTURE PARkAETERS
4 CALL GETSCENE

DID 400 TINE~l,IF24041

* C SLINIT INITIALIZES EACH SCAN LINE
CALL SljINIT(*QOO) !900O IF FINISHIED 50 IF NADIR z 0
IFCLI'Jv.lT*IEt40) n0T0 900
IF(lI . 01,TISTART) GOTO 400

CSCAN DFTO~RM4I0I'S THIF VERY FIRST VISIBLE POINT.
CALL SCAiC*500) IRETURN TO 500 IF HORIZON L141T
C IS PASSED

CPROJ PLACES T4Ef FIRST VISIRLE POINT ON THE SCREEN,.

CALL Pk']JECTION(*300) IRETURN TO 300 IF SCREEN
C BOINDRY IS PASSED

C L93LOAD ACCOJULTES TI*' REFLFCrANC. DATA IN ITFMBUF

CALL GCLO'fAn

100 7I*(P(3)+2/2 *LF IqIEGtiT) rHEN !INCREMNT~N UP A VERTICAL
C SURFACE

[XPINC=0
4 I YPT ~ c 0

I Z PI NC=4/2
IP(3)=IP(3)+4/2
CALI, TNCREMKNT(*300) 1300 IF END OF SCREEN
[P(ICNr(ISCRN(2),ISC-RN(l)) .GT.126) GCor 100
)l 200 KV;:1,IC0UULR

TrE BUF(KVS,ISCRN(7),ISC.R 4(l))=ITEMBUF(KVS,ISCRN(2).
*ISCRP'Cl))+IRV(KVS)

200 CNT I N I I
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ECrIT(ISC4(2),ISCN-'N(1)):IC NT(ISCRN(2),ISCRN(1))
+ I
Gi' TO 100

F.D IF

L.)ai (2) = IPC2)
LiJw (C3 ) =IPC3)
CALL SCA4J(*500) !500 IF H)RIZON LIM4IT IS PASSFD
IAPINC = IPC1)-LOWN(l)
IUPINC = IP(2)-LJvWNC2)
IZP[NC =IP(l)-LfJANC3)
C4!LL. INCRF:MENT(*300) !300 IF E'JD 9lF SCREEN
CALL UL0LLOAD
GJT') 100

3 J0 C )'41 ^4 UJF

D T'tPF*,(.j'JF, TSCRNXASYRS
400) C ]NTi'jU:

CPAINT TriE SKY 63ACI)RflP
S00 C)N ri~wE

1P(3)=4*lti0RtZ(ICASF)*LOON(3)/(NCR*LOAN(1CASE))
X=C7+(A*IPCI)+R*IP(2))*DIVSKY)*
* 31 ,Q*FXP(-(IP(3)* iCR+IF(3)*4);SKYSCii/NCR)

Y=EXP(-;*SKYSCL)
IR=X*Y
IF(IC0LOR F.3) rHc N

EPV( I)=o
IPV (2) :0
EPV( 3)=IR

IYPINC=IPC3)-rJwN(2)

CArdf, tj'4CF"JT(* 300)
p) h~on <!.S:1gIClL7OR

*I1,CRN(l)~)+IPV(KVS)

F: V) IF'
I XP IN C=
I YPI NC')
I ZPP c=4~/ 7

700 IP( 3)=TPC4)+4/2
rfA[,L rNCRPmw:2'(*3,VJ) !300 1F F;'JP O)F THE SCREEN
I F(C3CR N I ) .*P( I CF ILD VA I) .JR. C I SCR NCI.LE. 0) THLN

Grlrii 95n
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SOTOl P50

01 A 0 ( K VS1,T r.nUDR

lfF-bUF(KVS,ISCRJC2),lscR[4c1))=iTFMR(F(KVS,ISCN
2 ),

ISCR.Nc1 j)+IPV(KVS)
00C1N TI MU E

IP(ICNTCIsCp"Jc2) ,rSCgNC 1) .LT.0) THEN
]cNT(ITSCRNl(2),ISCRNc1))=ICNr(ISCN(2),ISCRJ(l))+I

ELEICNr(TC~R:(2),ISCNunz)ICNI(SCRN(2),ISCRNl)).127

I R =X
IFCICOLr)R EQU. 3) THEN~

I RV ( 1 ) =
LRV( 3)=IR

ENDIF
GJTo 700)

900 TYPE*,'T4I-THiTH-.TH-THATS ALL FOLKS'
WRTTF(10,*) ,'FIRST SCAN LN=',ISrART,'LAST=*,L!4E
TiPE* 'FIRST SCAN [:'l, ISfART, 'LAST:' ,LINE
CALL FINFIL
R : Ti RN v
E 4 D
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APPENDIX F~H

PZMULT. FJR

C PZ'4tjbT.F'1R
C CR;ATED HY PHEIbIP GArl, r),, JUNE d5 1981
c rmis IS A MUiLTIPLY ROUTINE WHICH :iEGLECrS flVERE'uN
CA.'D TS US~Fl BY THE PROJECTION PROCESSJ)R

c THIS RUJJTINK AUST BE CQ,'.PILEl joTH £HE )UM.JIFIER
C /C4C'='V)0VERFL0V4

SJBROJT'JE MuLr(ICONl,It!P,iWP, IVP,JX,JY,IRE:SU,IRES.4)
I-4F = C-oMJ*up-jX*Ivp

IRFSW =TCnlt4*I'*P-JY*IVP
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APPENDIX Fl

PZN1)ISE. !iR

T-q C(A U BJT F.n LOC K F'OR f* HE JYISE DATA

RYrE [DArcS12,912, 3
CJM'Aifl !/PIJTSP/IDAT

4
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PZPRq)J *FJH

C FM :MY ' XTF'JS rVF
SlJ990'JTI NF PNLCT ION (

C

c TAIS Ri)T1TF CDOMPUTES T*-iE SCR'EF.4 LO%^AfIJN OF A VISIBLE

C IyPfJT VARIARLFS ARE: IP(3),IPINC-(3),IFE(3),IRCTC3,3)
C~I = POSITIr)N OF V'ISItOL POINT IN EYE CEI~rkTC

C '~4JRLn Co'j'~nS 5C4Lc'D TO APPiX1'4ATLY 12
C SITS AND 14 6,1CR UNITS.

IP1 XINCE'~lTAL nlf*C ti -r-EEN SUCCESSIVE
C PDINTS sCALr.'D THE SAME AS IP.

C~~DST3 -F oiilmrYF:, o.3RLU C.10RDLNATES
C LnfT = lrArInN MAAr (ix DUE Tr) E)IJATIOIVS OF

C M-)rl')N~ F>~j'l TP INITITAL, TO NHE PRESENT
c )'PIE.4'A rlilJ S'CALED R3Y ISCALE. : USUJALLY

C i r IJA P T 4,IFS A: IFSCet(2)
p. SO~ei 3'FFE Cj-DRDIJA'rES JF THE~

C VTSr LE pr)I jr.

C CPvjSIA~jr3 AwP : IC ),4-T,JlC SiX, IJS,TY (INITIALIZ.E) IJ

tCfl',ST:NPL,*IVS
17C 1S T = mPL t;i

C ~jrfl,STy='jPL*IAS
C EE ;PL,= Pix ,F~s P,- u'vTy r LENGTH, AND) THF

SCIRK'FN CPF>TEP IS Ar (IUS,TVS,TwS) IN KYE 207RD)S
c K 'Y VAF 14,41IA.S AR (IX5,Iy.SDJKRWJ,JFRRv)

XS, IYS SCPFE' K j'~1NT: OF A ISLEDOV~r
-J 'PNU,3Ro =I~ TAF SCALF) ERROR -ETE~FN IHE

p.T '4 T r o SCRFEJ 2')-'IRDINA rr AN)T"
CRFWAL SCRFEN CO-1PnIAArE: PR(O )VTrP

C iiACN fr) TIF VISABLF PJIr.T.

- 1) r4q 7jf C-DtQ)tNATIS X ,Y, Z
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C 2) THEF E~YE CO-ORO14ATLS Uv,*
C 3) TH7 SCREEN CO-tJRD0tNArEs ixs,iys
C 4) T!IE SCREENw BUFFER CO-ORDINATES ISCRN(l)f
C ISCRAJ(2)
C T1F2 SCREE>J IS IN THE~ 0I,0 PUV AND IS CENTERED Ar

C (IIJ5,IVSIWS), IT HiAS X AND Y AXES WIT4 THE ORIGIN
C IN THE~ rEq.TKR.
C rir X AXIS TS PARALLEL TO THE U AXIS .OF THE~ E~ff dHILE

* CTiF Y AXIS IS PARALLE, TO THE -A AXIS or THlE LYE. SEE
*C FIG, JA
*c TIE SCREEN BUIFFER HAS THE SAME ORIENTATIONd AS THE SCRE

C BUJT IT'S ORIGIN IS IN THE UPPER bEFT HAN4D CORNER. SEE
C FIG. 15

I'ICLU-)E 'PZCUMDAT.FOR'
CJMqrf/PRn/JCo'NSrX,JCo4slY,xCONsr,rRoT(3,3),Ror(3,3)
C3MA4/PROJSCAN/JERRU ,JERHW ,IVPOIN~T uICRASH
CU'M0JN/PROJl/NPIX, TAXIS

C ROTATE FIRST POINT
IUPOINT=IROT(1,1)*IPC1)+INOr(2,l)*IPC2)+IRflr(3.1)*IPC3)
IVPOTNTzIROT(1,2)*IP(1)+IROr(2,2)*IPC2).IROTC3,2).Ip(3)
IWPOINT:OIROT(l ,3)*IP(1 )tTROI'(2,3)*IP(2)4IROT(3,3)sIp(3)

CCOMPUTE SCREEN COORDINATES FOR THE FIRST POINT
IXS = J.*ICONST*IJPOINT/IvPOINT
IYS m-l,*ICoNST*I4POINT/IVPOINT
ISCRN(1 )(2*(IXS-JCOJSTX)INX,2)/2
ISC(2)(2*(IYS+JCONSTY)+NY,2)/2

C COMIPUTE ERROR OiF FIRST PO1NT
CALL M4UrT(ICONST. IUPOINTIWPOIN1',IVPOINTIXSIYS,JERRJ,

$JERRW)
C NJEXT PIXEL TEST FOR FIRST POINT
100 IF ((2*JERRU.GE.IVPOINT).UR. C2*JERRU.LT.-IVPOINr)) THEN

I4CX=ISIGN(1,JERRU)
IXSZIXS+I'JCX
ISCRN( )=ISCRN(1 )+INCX
JERRU=JEjRRIVPOINT$INCX

E,4 I F
IF ((?*JERRW.GE.IVPOINT) .OR. (2*JERRWE.LTmIVPOINT)) THEN

INCY=ISIN(1 JERR'4)
IYS=IYS+ICf
ISCRI4(2)=ISCRI'(2)+ItJCi
JFERPWJERRW-IVPOINT$INCi

E 1,1 DIF
* C CHECK FOR CRASI

MFICRASH .GE. IVPOINT) THEN
W~RITE (he,*) *"E:RROR""

W4RITE (6p*) *POINT IS BETWdEEN4 EYE AND SCREEN
RETURN 2

'dl)!F
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c rEsr scRE~im COORDINIATE BiY USING A DIVIDE
CALL TEXSTOR

C OUTPUT SCRFEN dUFFEP CO-ORDINATE~S FUR VISIBL~E PUINT
IF(NPfXE0eo) THE4~

ELSE
IF(ISCRN(IAXIS),Gc..NPlX) RETURII~

RETURN

ENdTRY IoiCREMENT(M

C RuTATE INCREMEN4TALJ DISTANCE FOR NEXT POINT
IUPINC = ROT(t 4 )*IXPIN,*tTRor(2 1 )*IYPINC+IRoTC3,1)
*tZpI.C

*IVPINC =IPnT( 1,2)*IXPIN~Ci.Rrr(2,2)*IYPI9CJc1RUT(3,2)

I VPINC IROT, 1, 3)*IXPINC+IROT(2, 3)*IYPTNCqIROT( 3,3)
* *17PINC

C UPI)ATE V CO-ORDINATE
I VPtINT=IvPnImTi+IVPINC

C COMIPUTE ERROR FOR NFXT POINT
C MULT IS A MUL1TIPLY ROUTINE WHICH NEGLECTS OVERFLOW
'C 4aJLT MUST RF CO4PILPL. AS FOR/CHECK=NO)VERFLOW BPMULT

CALL MUrT(IrfNST, I(PINC,I4vPlNC,IVPINC,IXS,IS,IRESILTUg
*IRESULTW)

D IF(ABS(IRtESULTU) .GT, IVPUINT/2) THEN
D rYPE* 'ERROR NCR TO LARGE U C',NCR,'AT',ISCRN
D TYPE*,'IPP=OeIPP
D E'JDIF
D IF(AIBS(IRESt;LTW) GT, IVPUTNT/2) rHEN
D rYPE*,-ERROR NCR 10 LAR4sE 4 =',NCR,'Ar-,ISCRN
D rypp*,-AT IPPz=,IPP

JENRU 2 JEHRU+IRKSULTU
JPRRW x JERR4V+IRESULTw

GOTDj 10)
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APPENDIX Fr(

PZSCAN.*FOR

* C PZSCAI4.POR
C THIS IW'JT[NK DETkRPMJNFS THE SCAN1iLLN; SE:)UENCE OF POINTS AND

C CALLIS T4E DATA FiASE TO DETERMINE HEIGHT, AND PERFORMS T4F
C VISIBILITY TEST.
C ViPUT VARIfOLES (IPP(2).LOWN(3),EEF,JXY2,IXY2)
C IPP IS THiF DATA POINT IN WORLD COORDINATES

C finWN IS THE LAST VTS786C POINT SCALED TO APPROXIMATLY 12 BITS
C EEE IS THE 8RESENHAMA ERROR TERM
C IXY2 T3 THE L.ENGTH OF THE FAST AXIS SCALED TO 12 SITS
CJXY2 Ii THE~ LENGTH OF THT SLOW AXIS SCALED TO 12 BITS
SUJTPUT VARIABLES (IP(3),IHEIGITJ

* CIP IS T4E fMKW DATA POINT iNJ EYE CENrRIC WORLD
C CrORDINATES SCALED) TO 12 6ITS
C TtIEIGHT IS THE EYE CENTRIC HTEGHT flF rF E24IHDKOF'JT.AT

S'J8RfUTL.JF ')CAN(*)

IliCbUDF 'PZCOMDAT.FnkH
Cr)SmfN/PRlJsCAN/JERR(JJERIW,[V,ICRASH
COaMOJ/SAN/lIC,IrCI,INC4,NC41U,T,4CH,ENCRIUp

* Ii40RIZ(2) ,IEEE,NCRL
C' ,)MM0Nl/VIS/Lr)N(]),IHIES-Hf

100 C!)Nyr 7 quE
IPP(ICASE) = I9P(ICAsE)fIJC,4

IP(ICASE) = IP(ICAStK)iI.C4
I",EK TE>:EiJXY2
IF( II E.GT*fl)THEN

LPP(IOT'IRJ IPP,(IfTHH)+INCRI0
IP(TOTHR) =TV(IllrW)+TNC4Id
IEFE = I KIY

Etl 1) F
C IF IP( ICASF) .ACEFDAS THE VA1.1IE UF 4*NCWEI-i l HKN IT r1I TrMF. TO

-C Go F() TpE Np.;xT HIvRARCHY oF DATA. IHIS MFrANS WE LNCRL.ASF THE
r AKE EXPONENT IJ H AND ALL rOHiJA,tZFD VAI1JES CHANI*E By

* C A FACTOR OF 2.

S41I
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TF( 4*'JCI?.LF. TP( ICASI) *INC) THiEN
14CRL~l.*NCRLa/DELTA !THEROREriCALY DEL~TA =1.414

NJCR NCR*2
Ic[i = ICL~il
INCR = rrJCR*2
INCRI') INCRIO*2
JERRIJ =JFRRU/2
JERPO JERRW/2
IV = tV//2
ICRASH =ICRASH/2
D)o 20n I 1#3

IP(I) = IP(I/2
LOWN~(l) = LON(I)/2

200 Cfl'NTI'NUE
IEEE-EDXY+c IP(ICASE)*JXY2*INC-IP(I0TIR)*IXY2*1ICTO)/4

IEE= IEEE-IXY2
IPP(IOTHR) IPP(TOTHR)+INCRIO
IP(IOTF4R) IP(IOTHR)+INC4LJ

EN'iDI V
IF(IEFK.LaTIXY2) THEN

* 1IEF=,IEEE I

IEE= IELE+IXY2
IPP(IOTHRJ 1PP(IDTHR)-INCRIU

EN DI
n ~ ~ nrE 1*$IHrRIZ(IJTHR)*IP( ICASE)/IHORIZCICASE)

D TEST A6S(Ai8s(TP(IOrHR))-AdS(OrH0R))
D IF(TFST.GT.C4.*NCR)) THEN
D TYPF *,'SCAN ERR1)N IP S-DUIA) BEF',IP(ICAS)p3TER
D rYPE;,-BUJT IS -,I?,'A~fl N-R,-'4~CR
D EIJDIF

GITI (1,fll,0oq%),I(PAPAS
tool C4lL~ ZRrATA(1010)
1005 CAW~f, Cfl1-RcAA(10I0)
10 1f) CI l

C AT* RE1iJP4S 1"(3), rHE LOCAL HEICIT (OF rHE wOf4LI POINT.
C SINCE *E ARE --IRfKING T-1 NoRAALIZEU C^))HfTNArES, IPM3
C 4tJST RK C1NVERTFI) Tn TP(3), 4nICH IS IN EYE CENTRIC
0% C')nRD'S All) IN "NCR" 'ilrS

I, iAT T1 P1 = T4 E GHF
I iT P.HT 2 z T( 3) -1 K:(3)

IH F =4 z T I r-T I I N N R 2 i I ,,T )4 -~
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K= LO44(3)*P(ICASE)
JJ=Lk4(ICA5E)*IHIEGmr

IFV(TN C.* 3I ) T H9~N
TV(a]J~fT.KK)GOTJ 100 !VOT VISIBLE

WF(TJ.GTKK)GOr) 100 !Nor! VISI66E
V 1DIF

* IF(lHIFGrIT.bLIASrIP) I'HFN
IPC 3)=IHIEGtT

ELJSE
RIP 2 l.*KK/LOWN(ICASE)
IP(3) (RIP + SIGN(.bpRIP))
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APPENDIX FU

PZSCENF. rUR

C PzscE'jE.FnR

C PROGRAMED~ BY PAIlLIP GATT 8l9bu. 47 vul
C LATEST REVTSDIlJ DATF :1IJNE 10 1991 BY P,. GATT
C rHIts RnuriNE 14I'TIAIZES 40ST SCEJE PARAMATERS ANV HANDLES ALL
C INPUT A.4D OUTPUr DA~TA.
C THIS PR)GRA4 3ETS UP THE FflLIO1NG SCENE CONSTANTS:
%. 1, THE ROTArioN MATRIX, ROT
C 2. THt-, LOCATION OF THE SCREEN CORNERS IN EYE CENTRIC
C W')RLD C'flRDINJTAES. COR(4,3)

C3. THE DISTA.VCE FROM THE NAD!IR TO THE DROPPED CORNERS,
C4AG(4)

C 4. THE CROlSS PRriD(CT OF THE FOUR~ CORtNERS, CROSS(4
C 5. TH04 ANGLE OFr EACH CORNE.R RLATIVE TO CORNJER 4

C CANG(3)
C 6. THE ANGbtE RETWEEM SCAN L~INES, SUCH THAT AT L~EAST T.fl
C SCAN' LIAWEs r'JT T-iROUGH EACH PIXEL. ANG
C 9. TH7- LIN'ES RET4FEN rHE FOUR CURN~ERS o-q THE GRO3UND AA(4,2)

C10. CIPISTA~rS FrnR THE FoLnwiNG ROUTINES IPGPRDJP PGV56,
C PlL.oGbOAD

S.JbiKUJT1NE rETSCEJE

lICLODF 'L'Ze")%DSF.FOR'

Cl fm~jl:J/DTAAE/1,11024, L3FFt( 3.2) , 1FF2( 3,2) ,.5CALF(3,*2) p

*Ii3PFLl( 3) ,SROVA,COVMAG,lDuV2,KSI,KS14,KSI5,KS17,KSIO,
* IDF'STTY( 4,2) ,SR4nVA,S870VA,DNOI(3,2) ,W1,W,IPIL.,LSCAL,
1 4AVSCALPJMAVFIGt4T
Cl DMO/REAL/ANG,SIRA, AA( 4,3) ,CA"JG(4) ,C'4AC.(4) ,CORUSE(4,3)
C-)MMDN/SL/NAnTR,KSL, IFTRSI,NFXTCOR
CJ"Pkr)'J/PHOJ/JCONSTX,JCONSTV, ICONS', R7T( 3, 3),ROI( 3, 3)
CC)MMO 4/PROJ1/NPjX,IAXIS
C)MMON0LAI/IXS0, IYS0

* ~CJM4O0I/SLSTAR/NCLI4,XLJ2,ITit, IXY2,JXY2, IDXY,D.T,TA
* r-)lMDi,J/3IJ J/A,B,C,SMARG,5KSCr,,DiVSKY
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JAVTPAFO'IIPCEN NO-D-OO14-2

C 14: n: I~ IA >I IS:TAR r, lEND

DLMER~S1r)4 CPOSS(4) ,COR(4,3)

* DATA -Inf24/1O24/,IFI~j0fIM/512/
C OATA I8.IrSCAIbF/4096/

C DATA ACRIjIM/1414/
DATA IDXY/32000/

DATA SCAbE/.03, .5,8.,.12,2.b,31/
DATA 41/2.R49n03E-6/,W/8.9504O6E-6/ 111/117000
nArA I OFSITY/1.7,733o3,31 ,2483/
flATA rUS(vAL/2/ , IWAVSCAL./47/
TYPE*,'LNPtLT I8ITSCALIEj NCRLIM, DEILTA'
ACCEPT*,1I'ITSC.ALE,NCRI,1 4,ELTA

TX Y2=2*tDXY
X6N2:1 ./AUOGC 2.)

l)j 1668 J=1,2
X=RAN(JIIJ)

XZRANCJIIJ)
10IF2721,J)ZJIIJ

1668 C )NTIIUJ
TiPF*,'Tyoe the onar sun anqie fromn the Z axis

*(DEGSPEES)'
ACCEPT* ,TZDEG
TZR AD=TZOEG/57 .3
S [ NZ=S C TZR An)
TYPE*,'Fyoe the cylindrical sun angle from the X axis to

*ward the Y axis (DEGREES)
AC'-CEPT*, TxnEG

C

TXRAD:T(DIG/57. 3

C=COS(TtaRAD)
A=STNZ*COS(TXRAD)
R= srN Z*~I N (TX RAfl)

C litz-41 *3
C w zo *3

S'4dR=SQRTCA*A+R*$)
SROVAzB/A
C)VP4ARG:C/SM4APG

KSIzSCALE(2, 2) PIDE'4SITY(2,2)-
KST4=3*TIFNSITY(1,2)
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*4AVTRAEGUJIPCEN RO-0-0014-2

K5I5=4*I!)ENSITY(2,2)
KSI7=5*IDEiNSITY(2,2)
KS18:6*TDENSITY(2,2)
I8RFLD( 1)=200n0000
TtRF'D(2):6i0*SCALEC2,2) THrIS SETS BEACH BOUNORF' AT

C A3011T 90*2e5=2t0 UNITS OR 21 FEET.
IBRFrD( 3)=IBRFLDC2)-150
DO 311 I=1*3
D) 311 J1l,2
X:IDENiSITYC 1,J)

311 DAO1(I,J):l./X
S8493VAzSBr3VA*3
S470VA=S4OVA*5

300 TiPE*,'INPUT DATABASE CHOICE ImBUILOING(B4) 2=COLORIDAT'
ACCEPT*I IDATBAS
IF( (IrATBAS.LT.1).OR. (IDATaAS.GrSZ)) GOTO 300

TYP*'INPUT STARTING SCANLINE ,ENDING
TYPE*#'INPUT SCALE FACTOR FUR ANGLE BETWEEN SCAN LINES-
ACCEPT*, ISTART, lEND, ANGFACTOR
TYPE* f'INPUT THlE EYE LOCATION XE,YE,ZE'
TYPE*f'INPUT THE SCREEN CENTER IUSvIVSvIWS'
TYPE*,PJIPUT THE SCREEN DIMENSIONS (PIXELS) NXNY-
TYPE*F'14IPUT THE SCREEN LJENGTH ALONG THE X AXIS NOTE'
TYPE*,'Y LENGTH IS COMPUTED SINCE WE WANT SQUARE PIXELS'
ACCEPT*, IE,IUS,IVS,IWS,NX,NYRLX
TYPE*,'PJPIJT PITCH,BANK,HEAUING INJ DEGREES'
ACCEPT*,PITCHBANK,I4EADING
03 4010 K = 1,3
TYPE*,'DO YOU WANT TO READ IN TEXTURE NOISE IDAr',K.'?

*YES=1'
ACCEPT* ,IYFS
IF'(IYES.Eo.1) THEN

rypF*,' 4HICH FILE UO YJU WEANT' TO READ NOISE
* FROM (40:49)'

ACCF.PT*, IFILEE
TYPE:*,' READING IDAr-,K,'FROM FILE ',IF1LE
READ(IFILE,500) (ciuAr(i,J,K) ,I=1 ,512) ,J=l,512)

F IDI F
400 CONTINuJE
S00 FORMAT(132A1)

IPP(2)=IE(2)
IPP(1 )1E(t)
NCR:1
IF(IDIATAS .EQ* 1) CALL ZRDATA
IF(IDATIAS .Eo, 2) CALL CULJR'JArA

C IF THE ViEWER IS WITHIIN THE LEVEL SURFACE NO VISIsLE POINTS
C 41b6 BE TRA,4SM4ITTFD BY SCAN. T.9, IF A PLANE FLEw INTO THE
C SIDE OF A MOUIJTAId OR INTO THE UCEAN, ETC. SEE STATEMENT Or
C 4UR1( D04E BY TER5kY TANZFY.

TYPE*,'FELF2VATriUN uJNDE.R THE EYE IS',IP(3)
WRITE(1oo$)'EF,EVATION UN~DER THlE EYE IS',IPC3)
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14AVTRAE0JTJPCEN 80-0)-0014-2

ryPE*.'-'YE IS V'JSIDi NE~ DATA BASE'
rypF*,'AT TH~E WORLD POI'JT',IPP,IP(3)
STOP

FA ()I F

C '4AXHEIG4T Sil)bDB E TUR~NED3 F'RO DATABASE 04~ THE FIRST CAtLL
I A4 I' F = 4 A XI PF I H? T- I E (3 )
rYPE*,'aZXHzIGHT,IE(3),THGr=',MAXH.EIGHT,IiE(3),IHGr
HlRIZfNLlm=12n0*IE(3)**.5
TiPF.*, 9lPSCK0I HORIZ0NIUIM=S' Ol4RZ)NiI
'JPt=NX/RLjX
R fi Y =N Y * R L X/PI X

C C04PUTE SINES ANiD CoSINES
PITCI41='1TCHP3. 141592654/180
H'EAfl1G1HEADINGC*3. 141 592654/180
BANKlIBAAK*3. 141592654/180

SL=SIAI(HEADIN,1)
SP=SIN(PITCH1)
S8=SI(ANKi)
Ci=COS(IEADING2)
CP=CDS(PITCH1)

Cl~:C.OS(I3ANKI)

C CO04PLJTE THE~ POTATTONJ MATRIX
R)]T(1 ,1)=CB*CH-SH*SS*SP
R3T(1 ,2)=mSH*CB-SB*SP*CH
~R)T(j ,3)=-S13*CP
R')T(2, )MCP*SH
ROT(2,2)=CP*CH
RcOT(2,3)=-SP
RJT(3,1 )=S*C4I+C&*SP*SH
Ri)T (3,2) -SH*Sf3,CB*SP*CH
R9T(3,3)zCV*CP

C CAL.CULATE TR*. SCREENU C(IRNERS IN EYE CENTRIC
C OORLD COIRDINArEs CDR(4,3)

D'] 600 11v3

A2=IOS*ROT(3*I)
A 3=IVS*R')T(2,I)
A4=RIX*HDT( 11) /2
A5=RI.Y*ROT(3,I)/2
X=AI +A?*A3
Y1A44.A5
Y)zA4-AS
C1)R( 1,1)=X+VI
C-)R(,T)XY2
C JR (3,1) X-Yl
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NAVTRAEQIJIPCEN 80-0-0014-2

COR(4,1)zx+y2
600 CONT14UE
C COM1PUTE THE CROSS PRODUCTS OF~ TtIE SCREEV4 CORN4ERS CROSSW4

CROSS(2 ) CORC 4,1) *COR(i,2) -COR( 4, 2)*COR(1, 1)
1)3 900 12r4
KzI-1
CROSS(I)ZCDRK1)*COR(I,2)'COR((,2)*COR(l,l)

900 CO)NT I 1'J
C COM~PUTE WHERE IS THE NADIR AND RENUMBER THE CORNERS,

CI
C G I C I F
C
C 2 1
C
C
C
C
C II
C I
C n
CI

CI
CI
C e fnn...l .*f.. mEf

C 31114
C II

C I

C F1101RE I NiADIP L.OCATION 4IITH REsPECT To THE FOUR
C PROPPED SCREEN CORNERS. THERE ARE 9 CASES.
C EACH CASE IS LARE~LEI) WITH A LETTER (A-1),

KFLAG=9
NAnIR = 1 !CASE I
KSL = I
NPIX = 4K
IAXSIS 1
IF(CROSSOi) LT, 0) THEN ICASE 8

Do) I I 1 14
Drl I J It 13

1CnRUSFCI,J) =C3R((JMJD(Ip4) *1),J)
KSL =2
NPIX =0
TAXIS 32
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'JIAVTRAFEQ'IPCEN 80-D-0014-2

-4 Ar) IR
(F((CR')SS(2) .ED.0).OR.(CROSS(4).E~.oO)) GO TO) 25
IF(CRnss(4) *LT.0) IH2N !CASE F

KFbLAG=5
N~ADIR = -1
GO rO 25

i(1LAG=2

ItF(CROSS(? LIT, 0) THFE4 ICASE C
90l 2 1 1,4
00 2 ~J = 1,3

2 Cn)RUSE(I,J) = COR((JMOD((I+1),4) +- 1),J)
KSLJ 3
4PIX 0
IAXIS =1
4ADIR = 0
IF((CROSS(l) .EO.O),OR,(CROSSC3).EO,0)) GO TO 25
IF(CRtJSSC1) .1,T,0) THEN !CASE F

KFLAG=6
NADIR a -
GO TO 25

ENDIF
KFLAG=3

E IDIF
IF(CROSS(3) *LT. G) THEN !CASE 0'

D)O 3 1 = 1,4
DO 3 J =1,3

3 CORLISE(It,J) COR((JMt)D((I+2),4) + 1),J)
KSL 4
'IPIX =NY
IAXIS = 2
ADnIR = 0
IF((CROSS(2) *EQO)*OK,(CRr)SS(4)oE~o0)) GO TO 25
IF(CRnss(2) bT,1.) MHN !CASE G

KFLAG=7
NADIR = -1
GO TO 25

E iNDI F
KF1jAG=4

* . ENDIF
IF'(CROSSC4) .LT. 0) THEN !CASE A

4 KS. = I
Dn 4 1 =1,4
00 4 j = 1,3

4 CO~RJ$U:(T,J) a COP(I,J)
NIPIX N XJ
1AXIS 1
4ADIR 0

4 IF((CRosS3(3) *E30)*0R,(CROStl)*EQ*0)) GO TO 25
IF'(f"WISS(3 .11.*0) THEN !CASE H -
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4JAVTRAEDIJIPCIKN 80-nl-0014-2

KFLAG:P
N~ADIR = -1
GI TO 25

KFbAG=1
F 14 D T F
Go ro (11,12,13,l4,15,16,l7,18,19) ,KFLAG

11 TYPE* *CASE = AO
WRITE(l0,*),-CASE A'
GOTO 20

12 TYPE*,'CASK~=B
WRITF(10,*),'CASE = 5'
GOTO 20

13 TYPF2*,'CASE = C'
WITE(10,*),'ChSE = C'

GOTO 20
14 TYPE*,'CASE = D

GOTO 20
15 TYPIE*,'CASE = E

WRIrE(10,*),'CASE = E
G')TJ 20

16 TYPE*,'CASE =F'
WRTT(10p*),-CASF = V'
GITO 20

v- 17 TYPE*,'CAsE G
WRTT(10,*),'CASE xG
G.)TO 2 0

18 TYPE*,'CASE = HO'
WRTTF(10,*),'CASE = H
GOTO 20

19 TYPE*,'C-ASE = V
IrEclO,s),'CASE = V

20 C)NTIN'F
25 Na~rcoP =i

C )MPUTE TqE rISTAr'CF FORM THE mADIJR TO THE CORNERS WHEN
CDRJPPED) TO THE FrAT EARr-i CMA11(4)

DJ 900 It,4

1) ) 700 1=1,2
x = iR iJisE ( T ,J
CAAGCI)C$A(T)+ *

700 C )NT1I1IJ

800 C )NITIN[Ut

Cc~PiT 'FA J, T AC SCRFE COIRVF FROA THE NAUIR CANG(3)

C.) T 3~



4AVTIRAE0II1PCEN 80-fl-0014-2

CAJG(I)=CANr,(I)-C4NGj(4)
IF(CA4G(I) .l.T.0) CANGCX):CANG(I)+2*3.141592654
IF(CANGC1).LTO) TYPE *,-ERROR IN CANG(I)=',CANG(1)

'21100 C JNITTNI.JE

IL'(NADIIR.EQ.0) CANIG(4) =2*3,14159
C CC)4PUTE AJ(LF BE:TWFs.: SUJCCESSIVE SCAN LINES

A JG:ANGFACTnR*(RLX*RLX +~ KLYRL)/(3*CMAG()*CMAG(1)*qX)
A'G:((CfRlSE(,)-CRLISE(2,1))*2+(CORUSE(1,2)-

*CJRUSE(2,2))**2)/(2*2*NX*NvX*CMA ;(1)*C4AG(i))
A NG S QRT(CA NG) *A N GFACTOR

nU 1300 1=1,3
AAC1 ,I) = CORUSI,(4,I)-CORUSEC1,I)
AA(2, I) =CORUISE:(to,)-CIRUSE(2,L)
AA(3, 1) =CORIISF(2,I)-CORUSEC3,I)
AA(4, I) = CORIJSE(3, I)-CORUSE(4,I)

1300 C*3NTINJUE

C PROJ C04'STANJTS
DO 1400 1=1,3
DO 1400 J=1,3
IROT(J,t)=RDT(I,J)*I8ITSCALE

1400 C9N T 14 0E
ICRASHZIVs*1 3ITSChLE
ICONSTI VS*NPL
JCDOJSTX=tLiS*NPL
JCl~SIY=twS*NPL

*C SL CONSTANTS

S',)R A =A N(" , * 2
IE'TSTI1
IFINISH90=0

C LJOAD COISTAITS
I)(00=0
I Y S Il

C OUTYPUT DATA

4 w~rTF~tO,*),-TE( 4)z',TE
WRTTF(10,*),'PITCH,BANf(,HEADING=',P1TCH,BANK,HEADIN-

WITF(11,*),ANLE fRETWEENE SCANS=',ANG
WRIrE(10,*),'SCREEN CENTER L.OCATIOJN IN EYE COORDS-0

*IIJS,IVS,1MS

WRlTE(lnr*),'SCPEEN DIMENSIONS IN PIXELS (NX,NY) '
N,NY
WilT(,*),'SCREEN DIMENSIONS IN LENGTHI CRLXRLY) '
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8.PPFN:~it X F~i

P ZSbINtT.FOR

PR1T;RAV 'D !AY IP4TL1P GAre 896-47-11
C rTS RO'iTINKI 4TTTAbIZES Alit, SCAfJUINE~ PARA14ATERHS
c riE SCRA-'E CnlN'W.; ARF NUIBERED COUNTERCLOCKWISE 1-4 STARrI'qG
C AT THE JPPF'u. RIINT 4ANr) CJPNER

S14RJUTI-1E sLI,4ir(*)
1'JCrUIMn 'PZer)MDAT.$'rR'

*C) /5~(,F3)/A4?SQAA(,)C~i,4,,A()

CIMMIN/9t/ NJAfIR ,K'SL, IF1RST.N&XfC3R

*14 HIR IZ ( 2 1I N4~CR 1,
C'4 A')I/VIS/LOWN( I), HTFGI'T
CT1%10,N/PN'Ji /*NPlX , I AXIS
01"WISTIV HrlIZ(2) PRL(3

1 =) 4
1N 3

IFlIRST
IFTLAG I
IT' (PIAflIR.tjE.I)fHtE.

C ~JADEP 15 J!JtSIO6. rHF FOOTPRINJT

R,( 2)=CORUSL( IN), 2)

HFAR I Z C I u JL MC)G INO~e' or, )* c t

PinRTZ(2)aCO~I.SE(TND,2)*SCAL

IF ('IADIR l. 1) THEgN



AAVTH1&KX~iTPCEN Rfl-D-O01'a-2

rlEf! THEP 'JADIR IS IJUISiOE

X=Ho)RZ(t)*A(l-S0RA/)*T6RI()*

'R(2=tZ(2) A(N,)T

Ir('ADR FQ.-1A(ND.ClrLAGT.. ) THEN !4HY 4~ C5S?

L()CRrPSE*I,CR (RssED CORR 3 AT INE'.r

AA(In,3)N A(ID,2

ENDIF

C CONRCR)SSTE IEHRZNB ARST0 ARI PRXMTO
IFCAJGNXTCR() .I.SLJA/2) wT'IE'4)AN

IYP*,'IT EAST ),NDtFA SCRo.EN ANDN WOLCORS.CAS

IF (NG(TCO LE,. (34ANGD) THEN

rYPP:$,'LASSDCR 3AT LINE IS OMLrNTE

R7N 

GOO(0020,3GO 00 TOSI

K~~ 100 1 AI F

C ~ ~ ~ ls CONRCE)STS
IFCN(ETO) boSMN)TE

GlTYFl*'RSE CONRpETD,0OLNE'6M

200*'LS LIKAISCOPLEED
AREpUXNI

K Gfl~K l IF

K~b=m0VKSL4)6



4p 1 X 0

40D IAXI.S:'

500 C r~ TI,,;)JF

Iv' 4lF HT 7.(2) = ~ nRT Z (2 4' 1E(2)
%. TCASE' 0r7Tl.FS Ti AXIS OF FASTEST CHANGE ALU4C 1HF SC&N

%.LINE, 19'r4' niVv'Jk:S L'HF AAiS OF Slf0Wsr CH4ANGE ALON!
C T4F: SCA4INF

ICASF=2
IoTHP1l

ELJSE
SC ASK~

JXY2=ACIXY2*HRIZ(IOTHR)/1ORI(ICASE))
I4XC=T 51G ;(1 IHs)RIZ( ICASF:))

C 4F ATTPEMPT Tr) APVPPXJAArF THE2 STARI1NG POAI3T 0l.4 NFE 'ok)UID.
C 14 A '40TION PICrifrJ:)up.,NFQC, 1LIGT WJULD BE~ AVAILjAbILE. FR3M
c rtEF FIRST CALL TO TWE D)ATA I ASF 41CH IS PF:RFIR4ED~ IN PZSCE4E

b 5a F,
IP( ICASF:)=A'S( Idr*RL(ICASE)/RL(3) )*I'.C

* if(tJTLR)A3S(IP(1CASE))*JXY2/IXY2*TMCID

lP( !CA3F) :0
IP( T'3TLH)=0

E: J P 1F

IF( X.(,1T.*4) T'JE.

4jCR~2 #**T CL
F4)F

IPV.(2)1 0P(2)+TF(2)
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IA!VTRAF:0U1PCIN 80-D-0014-2

c CALL. rHi: tOATA 'lASr TO 1'JITIAtlZ L4STIP IN SCAN

1001 CALL4 ZRP14TA(1010)
1005 CALL COtL1RDATA(1010)
1010 CJNTI4tJ',

I P ( 3 ) : (3) - I F(3)
c se'r THE4i~'ORMAL.IZF:D COIRnINATES IN NCR4 UNITS WITH ORIGIN AT
C THE~ EYE. P'IT SrICH THAr IPM* H4AS A60UT 12 BITS,

01 600 1=1,3
* 600 IP(T)=(TP(1) + NCR/2)*4/NCR

INCR=NCR*TNC
SN C P 10:NCR * I 'CI 0
INC4=4*INC
PIC4IO=4*INCID

IF(IEEE.GT.IXY2) THE:N
IPCIOTHR)=IPP(IOrHR)+INCRIO
IP(IOTHR)=IP(IOrHR).INC4IO
TFEEsIEEF:-IXY2

TYPEF*'IEEE:.GT, IXY2 Ar VIS 7600 DUE TO NCR/2
* ROUNDOFF

EN~JDI r

IF(IEFE.LT.-IXY2) THECN
TYPF*,1EEE.LT..1XY2 AT VIS LINE 8100 DUE: To

* ~ ICR/2 ROUJDoFF
IEEEMICEE+IXY2
IPP(IOTs4R)=IPP(IOTHR)-INCRIu
IP( IOTHR)=IP(IOrHR)-INC4IJ

Low NJ(IC A S )z=IX Y 2 *NC
4.oWN(IOTHR):JXY2*lNCIU
6OWN(3):Rj( 3)*LOWN(ICASC)/RL(ICASE)

LO#4(2)=I'VCRIO
LowN~~J(3) =1PC 3)

EN D I F

C A.P4AV IS USEP) Tl AI'TENLAIE ROOF DATA IN ZRL)ATAl
ALPHAVz-4,5/IH0RIZ(ICAS:)

RETIIPN
F io



jv r' :i fo~t 4-o-o(. 1;-?

APPE~ND)IX 7;A

.1V F 14UR-CDOJIS RJ)Url-,vS

kooen.11ces GR throuqh GC contain the routines that can be
used for late colinression usinq trie Overhauser-Coons hIicuoie
Patch Al11oritv.



UCJV4CNS.r 9pt

C LCfVl-SC.FOk

C 0VERllAUlQC'lr)Nc 'A[CJRIkC PAfrC4 ROUTINE.
C PRfl-#At4mlEi 'R: %GERALD dCKER AID LINI)A C3UtLTwR
C -)4TP:: 6 FES 19"t

C rI1S TS TRE OVkEINAIS-CO3NS dICUsIC pATC4
C R)iITI4F,: TT IISIED t2 DATA PJINTS 7R0I4 A DATA ARRAY
C (SAAPT) ri CALCIL.ATE THE~ VALUE 3F THE HEIGHIT FOR THE2
C 'RFALSflAI' TEST DATA BASE. REFERENCES FOR THlIS ROUTINE
C AE
C t. 'VISUAL I'4TACTION vvITl OVERHAUSER CURVFS AND

C SURFACES', J.A. BREWER AND D.C. ANDERSON,Pt'qDUE
C JAdVZ4STTY, RFFERENCED FROM CD'4PUTEK GRAP4ICS.
C VOIL. 11, 2, SU"4R -771.
C 2. CO~r4lI ICATMIN-, IWEFEN DR. 4.0, PATZ A14D S.L.
C 'I ECIP F K O 31 JULb tO
C TH4IS VIFRStQ", OF T'4E !DC RUUrI'49 ACEPTS THEF VALUF FJR4
C PI'ftIT. TH1r. ROUITINE CAN iiF TESrF0 IN ONE: OF TWO 44YS B~Y

C PLCIG A 1) AS THF FIRST C4ARAC1F9 OF A LINE~ FoR rHr
c TEZST 4Htc" Is 40f DE:SIRED*

TFST I~
C 1~rAF ITERPOLATI34 OF Yt4E SUJRFACE IS CUmPLETED 40

4C rImF-S VARYING TiE SAMP9LE SPACING ANU( IHE DATA
C POINT i)EJSITY k'ACn TIAMF. SAMPSPkC VkHll.S FR01M
C APPJoXIpArFILY sl In 600. ISAIPSP/512 VARIES

C FRflI r)957 FsJ 1.096b,.

C TEST 7!
C T14E fllTFAPOIjAT)1)N UK rtI b SURFACE IS CUMPLTF 30
C rTIES VARY14G rF SAMPLE SPACIN5 AND 1HE DATA

C P)i%, F 'isiry EACh IIM~e SAMPSPAC VARIES FQO04
C APPPOXINMATEbi 10 L!) 600r. ISAvPSP/512 VARIES

04 Epoep .0l19-i To 1.021S.

C )Ptm' IO )TEP'q'F.D SO T4lAT THF
'IMPE. W Di OINTS INTF.HP3L,AkTF. PER PICTURF WILI,

C 6P- CD!.STA'JT.
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'qAVTRA9:JUIPCEN 80-D-0014-2

z rqF Pn~~ht" TGIIHF SHOOVS fH& ARRANGFMENT OF THF '

C VA~!SAs TI*;Y A*. (ISED IN THIS RflUTINE.

C (IX,IY+2)0 o(Ix+1,rYe2)

(IX.IY+I)i Cci) l(IX,1,Ty~i)

C I z3 Z41
C C(111)1 IC(1,2)
C C 2) 1 1 CM4

C (IX,IY)I.Zt Z21CIX.IPIY)

CI C ( 2 vI I
*C I CI) I

c

C THE PFOLL3WIt4G FIGURE IDCEITIFIES THE V4RIABLIES USED
C T1 DE.5CRKIRE THE SURFACE:

C

0%0C M l : I*)II

C I I I

C 1 e ef e ... 1

C I (2* l II

c I: ()12I2 () I

C I I I2I I

C I:I IaI I
C I - I~ -4) 1 i

C6

C I I I

C I I I y

C I I I I I

C a::::=:xm:z=*u=z:: xaaaminuuuxxauuazmzampa@M-
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Ar AV zrr. A ET ');I 8f.- -4-2

C

C 1 L E
C
C WDTA ARRAY, 9AMPT(IX#1Y)
C *INTEPIL~rAT;)VA.,J's FF-Nf
C
C T4lF PRO)GRAM F1(3W STARTS Al (1) WHERE THE BOUNDARY LTNES
C ARE CALCUJATI) FO)R TiE PAlCpt, THIEN FOLLO~WS Ati INCREVEJT
C 0.4 Y 13JTIL REACHING (2) rtiuJS COMlPL.ETING ONE PSEGMENT.'
C THE SO;1APY LINES FOR THE PATCH ARE RECAL~CUL.ATED AmlD
C Ti4E Y-I'JCREMEIJT CONJTINUEFS ONTIL, (3), CmOMPLFTING O'JE
C '1aE.' THE X VALUE IS rmEN INCREMENEO. TO (4) S3

C POLJ'I)ARY LINES ARE RECALCULATELD. Y- AND X-I4CREME:NtS
ClNTJU&.: IINTII, (S) COMPLErTNG THiE INTERPDLAriuN REG10'J

C OR VI.E 'PICTURE.'

C
C Pl~i P QECTSIflN IS usF:o Jo~ ALI, VALUES IJStCD FUR
C SrArislt[CS.

DJR* oi 01F~D~CISIO. V;"SADF. S~SMD72,SG;SMA,S'ALL40O,S.?4LND2p
-S4gLNA,S.OIOF,SAi)'IP',SMAIS, rOfAVG,R4S,DAVZ-,LNAVG,LNRMS,
L 0B,,-~,SP4ASASDFOFASIMPZMN

C EllUtVAL, JCE IS USED FOR EASE jF c)mpurArioN IN SEVERiAL
C DO-0OWS.

- (1(1),TX) ,(T(2),!Y),(T(3),TXX) ,(T(4),TYY)

CIMLO'N AJS(4),IX,IY,SAMPT(25,O,25O) ,V(4,4),Z1,Z2,Z3,Z4.
- Ipc.'J

C
C N)TF: FaR SAMPLE A'HAY, 5A'4Pf(AE4), THF OIME(NSIOVS A
C ANO 9 VUST BE GREATER T4ANI THE PICTURE veIDTH

C rOTVTrDGD 41 THF SA'4PijE SPACING OR

C A,A > PTC4IT/ISAMPSP.
C
C [F SA'APT(A,fi) 13 CI4ANGEO, RE~MEBE T3 CHA4JGE TT
C IN TARP SIJBROUTrNEri.

C FUlNCTION IISpO IN COA4PARISOrJ
FT(A,B3)=127*(SIN(6.2H3185#(A)/1024))*(SIN(6.2$31RS*

ryPE*,'P.4TgR TtIF PICTURE ov10TH'
ACCFZPT* ,PIcwI'f
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TiPI:*,'FiTEQ THF DESIRED iQAR6~R OF' POINTS TU 6E
- ITEPPOb4TED'
ACCP'PT*, POINTS

WRITE(74oW)INJERPLATION BY LVERHAUSER-CU3N5 FJNCTrO'VO

WRITF(74,*)-4PPR0XIM4ATE NU46tt3H OF POINTS INTRHPOLATED=-,
-P.JINTS

oR~r(7l,)l orE: MAX, VALUE OF' TEST FJNCrLO4=127'

WRITE(74,*)'
WRITE(74,200)

200 FRMAT(3,ISAPSP',3X,'DPTD~iJ',
- 4X(,-IFMX)PS',4X, DIFMXNt-',6K9 'R4IS/127-,
- 7X,'DAVG-)

WIRITEC74,*)'

WRITE(75,*)'INTERPOtLATION BY( OVER'1AUSER-COINS FUCNTTON'
vRIT(75t*)
WRITEC 75,;) 'PICWIT=',PICWiT
WRITFE75,*)'APPROXIMATE NUMRER OF POINTS INTERP0LkT90mU,
P13INTS

WRITE(75,*)'*
WRTTE(75,500)

S00 P'RM~AT(5X,'SAMPSPAC-,3X, ISAa4PSP',7X,'DPTL)CN',RX,
- COUNT,1K,'SA'4PLE')
WRITE(75p520)

520 F3RA(57x,'ARRAY')
WRITF(75.*)'

WRITE(75,*)'INTERPOLAT13N BY OVE:RHAUSER-CJONS FUNCT1O4'

WRITE(75,*) 'PICWI F',Pl^C.4T
*WRITE(76,*P)'APPROX14ATE NUMB8ER OF POINTS INTERPOLATED=-,
-P)INTS

WRITE(76,*)' NOTE: MAX, VALUE OF TEST FIJNCrIO4=127'
WRITE(760*)' ONE HA61F THlE PERIOD UP' TESr

-FJTIn512'

WRIrE(76,*)'
,V4ITF(76,6Ofl)

600 FOR'4AT( 3X. 'ISAMPSP/512',6X, 'R'4S/127-)

* C
C T4Ek DISTANICE IRETOEEN THE SAMPLE DATA POINrS IS THE
C SAMPLE SPACING~.
D SA4PSPACURO/1,064692 !LEST 1: 1,0640929212**1/4o

SA'PSPAC210/1,1462298 ITP'ST 2: 1,1462290=6o**1/30
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S A 1PSPA C:A.PS PA C* I .l46 2 24 tEST 2
ISA APSP:iAMPSPAC

! mLIS T I*7 I NJT K.G 17R fo 11A I rA TA A yR I D 1)A Tr FR N
1)P A C: = It S A '/PP

C L)JT() ,j IS Ttir, ,q4E OF ruVISIO~is MADE Wi THiE r~sr
P:)IITS PER SAM~PLING INTE.RVA(b.

S )RPT:; )RT(POT'N'TS) !LALUCULdkTON ')F O-PTL)FN ENSUJRES A
TpICF;4r=PIC'mIT*DPAC !COwiSIANT NUMP.FR JF IN~TERPOLATED
ix(Tptrs4P.LE.2) 10Tfl 40 !REOiiIRED DATA BASE 'Jor

AVAILA~~bE
DLEN 3W=1iTCS;AP-2 POINTS FOR E~ACHI STE~P
op roErJms )PPTS/DElnM

TYPE*, ',D-RUUTJE IS INVArIU FOR DPTLDEN'I'
Gi rO 210

C.
XSANmP5P=FUOA r( ISA4PSiP)

R*)rITIa., rq CRFATK T~4e SAM1P~jE: DATA ARRAY

TCNTSAP=tr)n*IENb-4 !RDU[N() $TZE OF SAmwPLE DATA V4ASE

10) C) rI 'IJu A

D j-iTrF~ (74,10o) ((sAmpr(1 ,J) ,J=,IENl) ,I=1,IEND))
100. FJIR'AC C' ',lSW.0)

civFWHA'JSE-C~nNS FLIJCTTlNS dFEGI-4

Dxr, !J=T Av P9P/lOPrr)fl

IP ipp 'N LOP APE VAj !J'ITT Up' D.IA.

c S!IC14 rprA (lPP+1)*D-,LTA ANn (IfJP+1)*DF:LrA ARE TitW FIRST

C Aqi .asr *..'jCO()RDINAV S 1.4rFRPIbAT~:o, RESPECTIVELY.
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C C-iECK FI)R CROSSIN4c; BOU1NDARY D)UE T) iWOUNDI-JFFt' ikO4 IN
C DELTA

IF(ISAMPSP.G-r.((IPP+1)*DELrA))IPp:IPP+I
TF(P1CwIT-.SAmPSP.LE. (I'JPtI )*i)E~jTA)itJP[LiPm

C CK,Y):=W9)RLfl COORD)INATES

XX=IPP*DELTA
X=XK !INITTIALIZE' X VARIABLE FOR X-INCREMIENr

C
C (lRbX,IRLY):TF L04ER L1EFT BJUADARY IN wORLD
C COORDINArEs CnO SPONDIJt TJ THE FIRST POINT' INSIDE
C THEF PATCH4.

T~L X=21S A 4PS P
C
C (IRUX,I.RUY):=TRF UPPER RIGHf 6OUNOARY 14I WORLD
C COORDINATES CORRESP04.DING To THE POTENTIAL LAST POINjT
%o INJ THIS PATCH OR THE FIRSf PoimdT IN A NEIGHBORING PATCH.

IRUX=IPLXISAMPSP
* C

C (IX,IY):=THK INDEX OF THE SAM4PLED. DATA ARRAY
IX=2 !INITIALIZE X INDEX

C

C T'JITIAI.[ZE VARIABLES FOR PICTURE STATISTICS

icNrco !COUNTER: PoiNrS PER PICTURE .
S4flIF=O !SUNI OF D1FF FOR PICTURE
S401F2=O ISUM1 OF DIFF SQUJARED FOR PICTURE
SIARS=0 !SUM OF ABS VALUE OF 01FF FOR PICTURE
DIFMXPS=0 !MAXIMUM POSITIVE ERROR
DIFM4XiNCz 1!MAXIMwUM NEGrIVE ERROR

C
DI~ 9f I=Ipp,IUP ISTARr OF X-INCREMENJTp DNS LINE

04 PER LOJP
Y=XX !IN1TLALUIZE Y VARABLE FOR

4 C Y-11CREM4ENT
TY22 !iN[TI1AflE Y IN~DEX
I Rb~Y SI SA .PS P
I RUY = IR LV e+SA M P5
X=Xi.OELTA

C N-ECK FIR CROSSINIV BOJUNDARY
IF (X.GTIR(JIX) T14EN !NEXKT LINE

IK:IXq.1 JINDEX FOR AEXT LINE

I TRUIRUXITSAMPSP
E 'nDI F

C
C TX:aTRE INJCREMENTAL~ DISTAN4CE, X, 'AITHIfJ THE PATCH,

tXr(CX-IRLX) *IPAC
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rxX=TX !iO ALL3W 1(3) E90VALE:NCT
rX2=TX*TX
81X=( 3.*0-2 *0*TX) *YX2

C4LIJ PTC"'1jr

CC~cILArIN OF X-DEPENOENTJ EsOUNDARY LINiES: CCI), C(3)
NOrTF: T)(3z1X**3

CV(4,4) - CO FFICIPNT OF "C" E>-UATIONS FOR THIE
C $O6IJ4I)ARY LIN~ES

C Cc1()=v(1,1)*TX3+V(1,2)*TX2'V(1,3)*TX.V(1,4)
C C(3)=V(3,1)*TX3+VC3,2)*rX2+VU3,3)PTX+V(3,4)

CCX=V(IOK,1)
DI 140 IEX=2,4

CCXCCX *T C T3X) +V C D0 , IEFX)

141) C'NrviuE

150 C 1N' TI NU F CCIDX)=CCX

C
C S:JmMATTIN OF X-DEPENDENr C VALUES AND PARTIAL Z TERvS

CZI:C(1 )-ZI *B0X-Z2*is1X
C 7,2 = C(3) - Z3*80 X -7.4 *1X

_ C

C I*1rlAT,IZR. VARAIf8UES FOR LjINE AIDO SEGM1ENT STATISTICS
ICTt=0 !cflu'rER: PlINTS PERC SEGMIENT
ICN'rA=O !CJU*NTER: P3INTS PER LINE
SMINDO,) !SUMI OF LINE DIFFEREN4CES
S%'LPn02=0.0 !SUMb OF LINE DIFFERENCES S.LJARFD
SPILNA=O.0 !SUM~ JF APSOfLUTE VALUE OF LIqJE DTFF
SGSmDF=0.0 !SUMi OF SFJ;MENT DIFFRECES
SGSMDF2=O.0 !SUM IF SEGMENT DIIFERENCEZS SQUARED)
SrSmA2=).0 !SU'J nF ABSOLUTE VALUE OF SE5 DIFE'

C

Do Ro J=IPP,IUP !Y-INCREMENT, ONEF SEGMFq~T
PER Lonp

Y=Y+DFLrA

C C-CK FOR CRUSSINj 6n>UNDARY
[F (Y.GTIRUY) rHEN !NE~XT SEGMeNr

ri=IY+I !INlDEX FOR NEXT SFESMENr
IHLYIlRUY
IRUY=IkUYISA,4PSP
CALL PTCH'G

Do 151 I )X=1,3,2 IC~i) AND C(3) FOR NEXT sEmErr
CCX:vCri'x, )
03C 141 IEX= ,4

rCCX=C[CX *T(CICX)+ V(CI3X, EX)
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(I: JX ) CC A

Cz1=C(1 )-Z1*80K-Zi*83x
CZ2=C(3)-Z3*BO3X-Z4*81X

C
I'lSrATISTICS ARF rETFRMINED PER LINE SEGt4ENT OJF LENTH
C SA'4PSPAC,

ICN tA:ICNTAICNTi
S'4LUN ():S,4LUND 45SG SM!0DF

S 'bLN A=S ',N A +S G SMA
D S(;AVG,=sSMI)F/ICNTI !AVERAGE DIFF. IN SEGMENT
D SGRmS=S2RT(SGSMI)F2/IC.NT1-SGAVG*SGAVG) !SFG% ENT RMS
D S-ABS=SGS'AA/ICNTt !AVERAG"E ABSOLUTE D1FF OF SEGMENT
C

ICNTI=O !INITIALIZE FOR NEXT SEGMENT
SI-SMDF=0,0 !CLE.AR THE SUM OF SEGMENT DIFFEREVCE
SG^SMDF2=0.0 !CLEAR rHE SUM OF SEGmENT DIFF SQUARED
SGSI4A:O.0 !CLEAR THE SUM JF SEGMENT ABS DIFFENCES

C
ENDIF

C
C
C TY:=THE INCREMENrAl, DISTANCE, Y, WITHIN THIE PATCH

TY=(Y-IRLY) *DPAC
TfY=TY ITO) ALL04 FOR T(4) EQIJIVALEN,^E
TY2=TY*TY
BIY=(3.o-2.0*ry)$rY2
3oy=1 .0-gly

C
C SJMm.ATI!V4 OF X-DEPENDEImr c VALUES AND COMPLETE Z TERMS
C CZ:C(1 )*II0Y-Z*B0X*t0Y-Z2*R1X*B0Y
C +C3*l-3BXdfZ*l*1

CZ:CZ1*BOY+CZ2*b1y
CS TU F:0

C CALCOLArION OF Y-DEPEMDENr 6OUN(JARY LINES: C(2), C(4)
C NOTF: TY3=TY**3
C C(2)=V(2, 1)*TY3+V(2,2)*rY2+V(2,3)*TY+V(2, 4)
C C(4)=V(4,1 )*TY34V(4,2)*rY2+V(4,3)*TY+V(4,4)
C

DO0 70 IEY=2,4,2
CCY=V ( IEY, 1)
DO 60 TOY=2,4

CC'gZCY*T( IE)+V(IEY,IOY)
60 C U N IINU E

CSTUF=CSTUF+C%-Y*R8(TEY) !CSTUFE':C(2)*BoX
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C +C( 4)ilx
C

70 cik. ri NIJE

FEND=CSTJ'F+CZ !INTERPOLATED OVERHAUJSER-COONS VALU(E

C FFNP=ZCX, Y)C(1) *d0Z1EZlSX*b0Y

+C(2)*60X-Z2*FBlX*BOY
C .aC(3)*1Y-Z3*BDX*BIY
C *C(4)*tdlX-Z4*BlX*63lY
C

C TA1E CoRREsPnNDIN~G EXACT VAL4UE IS:
PXACT=FT(X,YT)

C DATA DFrERMINFO INi PREPARATION FOR SEGMENT AND LI'4E
C srATISTCS.

D IFzEX ACT-FENU
DrF2=DIF*UTF' ISUUARE D1FF.
nABS=ARiS(IF) !ABSOLUTE VALUE OF D1FF.

DIFNMXPS:Dt4AX1 (DlFMXPSDIF)

~ ~lP1FmXNGzDAX1 (DIFMXt4C,DAS)

C SJMliNOF SEGMENT n)ArA FOR THE CALCUGLiT1ON Oft 'IMENt
C srATISTICS.

S-3SMDF=SGSMnF+DTF !CO14PUTE; rmF suIm oF seaEv
C OIFFERENCES

S;SM~l2=(SDF2+f)IF2 ICOMPUTL. THE SLJq OF SEG D1FF.
C SQUARED

S3SmA=SC~SMA+DARS !CO4PUTE THE SUM4 OF SEG 01FF
C ABSOLtJF VALUE

ICNT1=ICAJT1+l !iNCREMENT SFOAEENT COUNTER

I-F

!SEGMEjNT srAFS FOR LAST SEGMEN~T
SlbfNr=S 4LfJ+SC,SmDF
S4~ 1 rNJ l? SML NP2 +S GS' O F?
S .ir,4A=S 4LIpJA+S(;SmA

D S,'AVG=SGSmDF/ICrl !AVLRAGE. DIFF IN SEGMENi'
D S^4RmS=SI'T ( SGSMVF2/ICPJT1-SGAVG*SGAVG) ! SEGMENT RMS
D S,.ARS=SGSM.A/ICNTI1 IAVERAGE ASflOITE VALUE OF 01F

C ~IN SEG4~T
lCNTA=ICJTA. CNTl-
9: 0 1I F

so CJNTINLIE
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C ~SJm-'ArioPJ OF 1,tr..V DATA F,.t r4E ZALCULATIO.*i OF" PICr1IqE
C SrArIST[cs.

SAD IF=S 41) F SV'L40
S 4 DIV2=S '41IF 2+Sm LND 2
SmARS=S 4APSSstLNA
I C 'NT= IC NrI+ IrNT A

c LINF STATISTICS
D L'4AVCG=S4l.jD/lCNTA !COMPUTE AVF'HAGE LINE DIFFERErgCE
D rJ4k4SSRT(SMLD2/ICNTA-L4AVIG"*LNAVG) ICOMiPUTE LI4JE R4S
fl fLIDARS=S4 LNA/ICP!TA !COJMPUTE AVERAGE ABSOLUTE~ DIrFF/LTNE

90 CINTINUE !END X-INCREMENl CO3P

C PICTUREF STrATISTIC

T0TAVG:SIDIF'/ICNT !COMPUTE AVER~AGE ERROR FUR PICTURF
R'S=SjRr(SMfIF2/ICNT-TorAVG*TDTAVG) !COM1PUTE RMS PICTURE
DAVG=SABS/ICNT !COMPUTE AVERAGE ARSOLUIF ERR3R

4 E'Ok PICTURE

XS~M P512: S A P4PS P/512.
H'4S127=q'4S/127

4RTE(74,220) ISA'4PSP,DPrDEN,
-DIF'4XPS,DlFM.X-,RMS127,DAVG

220 FiP'4AT(TR,F'1t.4,2(F11.4) ,V13.7,E'11.4)
IF( (P11'XPS.LT. 1E-4) .OVR. (DIFNIXNZ. T. 1E-4) )THEN

4RITF'(74,*)' DIFMiXPS=',DIFIXPS,
- flnIFMXNG:',DIFMXJG

MtTF(75,5n)SAMPSPAC,ISIMPSP,DPrDEN,ICNT,ICNTSMP
510 F)RMAT(F13.4,11,F13.4,2(1J))

4RTTE(76,3l)XS4P512,RMSt27
630 F:)RmAT(F14. 4,VI 3,7)
210 CINTI4IJE

400 STOP

SUJRDUTIJV PTCHN(

C TillS S(J4ROUTTJF. CALLS FOR THIE GENERATIO)N JF THE
C C)EF'FICIP.NTs nF THE~ BOUNDARY LINES (C EQUATIONS).
04

C )M"4[O'4 4JS(4) ,IXXIY,S-A'4PT(250,250) .V(4,4),Z1.Z2,Z3,Z4.

C -

C
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ZlzsAtVPT(lX#IY) !LOWER LEFT CORNER OF PATC4
Z2SAM~PT(IX1,IY) !LOWER RIG'IT COR4JER OF PATCH
Z3=SAMPT(lX,IYl) !UPPER LEFT CORNER OF PATCH
Z4=SANmPTCIX1,IYl) !'JPPER RIGH'T CURNER OF PATCH

C
CALL CC?2 1) !LOWER HORIZONTAL LINE, CCI)
DO 20 J2=1,4

V( I J2)=AI4S(J2)
20 CON T I eFJ

CALL C(1,1) ILEF't VERTICAL LINE, C(2)
On 30 172=1,4

V(2,J2) :ANS(J2)
30 'CONTINUF

CALL C(7,2) !IJPPER HORIZONTAL LINE, C(3)
)l .10 J2=1,4

V(3,J2)=ANS(J2)
40 CjNITI"JJF

CALL C(1,2) IRIGHT VERTICAL LINE, C(4)

or s J?:lpi
VI(4, J 2)zUANS C2)

50- CnITI;4UF
RiETUPN,
E ID

C
SjAROJTI14 C(JC,JC)

C
C TATS S'J8RfUNTINK PERFORMS TH~E MATRIX aULTIPUICAri)N
C HREIUTHED TO GE:NERATE THE COEFFICIENTS OF THE C EQiATINS
C (a3UNDARY LIHES).

C
C) r" ON v45(4),IX,IY,SAmpr(250,250),V(4.4) ,Z1,Z2,Z3,Z4.
T PCkj
WH"AL 4AT(4,4)

C GIVEN' A PATCdi 4IT-I LO4KR LEFT V4OICES (IX,IY)o
C CALCULATION OF T'* corrriciENrs Or THE~ C EQUATIONS
C T4NJVOLVEi 4LTI-ICATION IF MH DATA MATRIX MY THE
C 4-%Y-1 14ATPTK,

C-FOR ('0), SAMPT(IX-1,It), SAMPT(IX,IY),
SAMPrULX1,Ii), SAMPT(IXe2,IY)

C -FOP r(2), SAmpr(ix,ri-i), SAM'PTIX,IY),
c SAmpr(ix,IY+1), SA'4PT(IX, IY+2)

C -FOR (3), SAmPr(ix-i,Iy+t), SA~pruK,iy41),
C SAmpr(ix+1,IY*I ), SA4PTCIX,2,IY41)
C -FOP C(4), sAmPr(ix+i,IY-i), SAMPT(IX+1,IY),
C SAuprTix~1,I £ii), SkPTIXIIY2)
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- IAT(1 ,3)/-1.SI/,Mkr(1,4),M1AT(3,3)/2*0.5/,'4AT(2,fl,
-MAT(4,2)/,;1 .n/,M4AT(2,2)/-2.5/, 4Ar(2, 3)/2.o/,i4ATC3,2).
-m~r(3,4) , AAT(4,1),14AT(4,3) ,4Ar(4,4)/5*0.O/

I0(ICI!').1T4EsJ !Y-DEPENDENT BJUNDARY LINES, C(2), C(4)
IP=IxJc- I
K=2-IY
Do 10 1=1,4

A 4 S ( 1 =0

ANS(I)=ANSI)+AT(IJ+K)*SA4PT(Xp,3)
10 CONTINUEI

ELSE !X-DEPENJDLE4 BOUNDARY LINES, C(1), kmC()
IP=IY+Jc-1
K=(2-IX
DO 20 1=1,4

ANS(I)=0
On 20 J=IX-1,IX+2

ANS(I)uANSCI)1MkT(I,J+K)*SAMPI(J,IP)
20 Cy)qIl4UE

EOURN

4 1
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APPENDIX GC

L'STRA I r. FOR

C LCSTRAIT.FOR

C R:)IUTINE FOR STRAIGHT-LIVE APPROXIATION OF A PAI'CH

C PROGRA'4MEO R.Y: LINDA COULTER
C ATF: 14 MAY 1991

C
C rHIS ROUTINE FOR STRAIGHT LINE APPROXIMATION OF
C A PATCH USES 4 DATA POINTS FROM A DATA ARRAi (SAMPT) rO

c CALCULATE THE VALJE OF fHE HEIGHT FOR THE 'REALSCAND

C TEST DATA BASE:.
C

_ris VERSION OF TiHE STRA1GHT-LINF APPROXIMATION R3tITqE
C ACCEPTS THE VALUE FOR Picorr.
C THE ROUTI.N CAN 8 TESTED IN ONE OF TWO WAYS BY
C PLACING A D AS THE FIRST CHARACTER OF A LINE FOR
C THE TEST 4HICH IS NOT DESIRED.

C rEST 1:
C T,'HE IN'TERPOLATION OF THE SURFACE IS COMPLETED

C 40 TIMES VARYING IH. SA4PLE SPACING AND THE

C DATA POTNT DENSITY EACH TIME. SAM PSPAC VARIES
C FROM APPROXIMATELY 50 TD 600. ISAMPSP/512
C VARIES FROM .0957 TO 1.0966.

C FEST 2:

C T.HE VALUE FOR PC,,IT. fHE INTERPOLATION OF THE
C SURFACE IS COMPLETED 30 TIMES VARYING THE SAMPLE

C SPACING ANUD THE DATA POINT DENSITY EACH TIME.
C SAMPSPAC VARIFS FROM APPROXIMATELY 10 TO 600.
C ISAMPSP/512 VARIES FROM .0195 TO 1.0215.

C DPTDEN IS DETERMINED 50 THAT THE NUMBER OF

C PfINTS INTERPOLAEL) PER PICTURE WILL BL

C CONSTANT,
C
C
C T1E FULLOING FIGURE II.LUSTRATES THE ARRANGEHENi OF THE
- :VAIJFS !JSF IN THIS ROUTI;NE.
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%. (Ix#IY+I) I I (!K1,IY1I)

CI Zi 3I Z4

%.

c

C T-IF FLO.e4IN FIGJJRE IDENTIF'h.S THE VARIABLES5 USED TO
C DPSCRTRE THE SUJRFACE:
C

C a==-------- - -- --

C I I t

C I M l II

C Ie1 e I i a

C I II

C I ----------
C II I I

C I I
C I I I

C I M l (4): 1

c 1 1-- - :: . : *z : m@ 3 :: = a

C I III

C.> I * -SAAPPA 1<----DE--
c6

c Ip UP II

c I wm : --- II

C 10 02e I Isee 1 I a
c II:IIII

00 GATA RRA , S~pr~i~iS

C I : I* I574
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TiE PRO;'RA-4 F114 W~ARTS Ar (1) 4HERE r~i& 4(OJN!)AWY LINE'S
C ARE CALCJATFD FAR TH~E PA1'CH, T*iFl FOLILOiS AN riC'qEMPqT

04j Y (Ii'rl, PFACHI.JG (2) TmiUS Cfl'iPbEKTjG ')NE 'SE- Nr.p
C r'1F RUJUARY frir.JE'; FOP rI kVAfCri ARE RECALCULATED A'i51
T T14F Y-I*ICRE)PEr CON~TINUE;S UN~TIL (3), COM4PLETING OF
C PUTxE. ' TH X VAILUE IS THE~N iN^. EETFo ro (4) S3

C W3IJNDARY LIMES ARE 4E.CALCUILATEfl. Y- ANt) X-INCREMEJs
* C C )NTT (JK IuNTIL,- (5) CUMPLErIIIG THE INJTERPOLAfIOJ REGTON

C 9R' IrNE 'PICTURE.'

C I))Ugt1K PRECISION IS USED UN ALL VALUES USED FUR
SrATIST[CS.
DOUH!LE PRECISIOiN SGSMDP',S ;MF,!ShSLC)SLE2

-SALJA,SIOTFSPI)IF2,Si4ARS, rorAVGRMS,DAViLP!AV.,LNi~msI

COMM4 rx.IYSAMIPT(250,25u) ,Z1,Z2.Z3.Z4,CI.C2,C3
C
C NITE: FOR SAMPIE ARRAY, SA4PT(A,%)v THE DIMENSIONS A
C ANE) R 4tisr oE k-REATLR TdAq4 THE PICTuRE mIOTH
C D)IVI)F'D BY rHE SA.MPLE SPACINJG OR

C A,B > PIC4IT/ISAMlPSP.
C

* C IF SAIPT(A,R) IS CHAN,7JEU, REMEMREW N0 C0A4G!- IT
C !INI THF SUROUITINES.

k. FUNCT13 UEDI C0)4PARJSL)N
FT(A,B):127*(SluJ(6,231R*(A)/1024))*cSI4c6.2e31A5*c8,/

- 124))

C
TtPE*,'ETER T-IF. PIC'TLIRE vuLTil
AC CEPT *,*PIC WIT

TYPA:*, F'4Tt*R TH4F OESIREI) 1'I0'IER OF PflINTS TJ6

AC CEpr* , P n I rs

WITE(74,*)'I.TF9cJIATIV)N FsY STRAIGH4T LIN~E APPROX.,

wRITF(74*)'PIC Ir=',PICWLT
~wITE(74,*)'APPflXIMATE NL1UidEH JF POIN~TS INrERPUjLATED*',

AR7TF(710*)' ofrF': M'AX. VALUE OF TEST FU'CTION=127'

WiRrrc740*)'
WRITE( 74, 200)
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200 F R A T 3 X ISAMPP3X''WTEN'
4Y., 'IF'4XPS',4X,'DIF XN5',bh, 'RI15/127',

WITE(75,*)'INTFRP0LwATTI)N BY STRAIGHT L.INE~ APPRUXo'

WRITE(7S,*)'PTCWdrz',PICWIT
WRITE(75,*)APPROXIM1ATE NJUtdF JF P:)IJ4TS L'JrERPJIA4TED~z',

-P:JI1N4T S

WRITF(75,4)'
WRTTF(75,500)

S00 FrRMIAT(SX,'SAMPSPAC-,3X,1SAM4PSP',7X,'DPTDE 4',8X,
- 'COUNT',7x,'SA'4PLE')

WRITE(75,520)
520 FIRMA1(57XARRAY-)

WRITE(750,# 0

* WRIT 7tS,*)'INI'ERPOLATION BY STRAIGHT L1INE APPROX.'
WRITEC76,*)
WRITE(76p;)IPICWI~x',PICWLT
WRITE(76v*)'APPROXIMATE 4UMRE OF POINTS INrERPOLATED.',

- P'3I,1JTS
W141yE(76,*)* IOTE: 4AX VALUE OF TEST FUiCTIDNz127v
WRITE(76,*)' 34L HAL~F TH1E PPRDID JF TEST

- UJ'CT!D'J3512'

RTE(76,60)

600 Fr)R4AT( 3X,'ISAMiPSP/512 ,b4. HRiS/127')

CT.IF DISrANCF AEW THE 5AAPLF DATA PC)1NTS IS THE
C SAM~PLE SPACING~.
D SA'PSPAC=50/i.064692 !TEST 1: 1. 0 640929=12*l/40

4 SAMPSPAC210/t.1462298 !TEST 2: l.146229i8=60**1/30

D D') 21n K:1,40 !fEST I
DX 21o) K21,30 !TEST 2

o SA,4PSPAC2SAI4PSPACIP1.0640929 !rEST I
SAP4PSPAr=5AP4PSPAC*1 .1462298 !rEST 2
13AMPSP2SAMPSPAC

!MIJST RF AN INTEGER TO) &AINTAIN A GRIU PATRq
1!3AMP23IAMPSP*ISAMP5P
DPACx1 */ KSAmPSP
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C [)TDEN IS THF NUMA4ER OF D1VlS1O~vS MADE' BY THE TEST
C P.)1I4TS PFEW 84MPLt'4G INTE:RVAL.

SIRPTS=SIRT(PlTNTS) !CALAIrON 3F~ DPTIEN EN*SIJRES A
IPICSM4P=PICWIT*DPAC !C~ThSIA-,vT NUM4ER OF INTERPOLATED
IF(IPICSMP.LT.1) G0T1) 400 !REQUIRED DATA BASE '40T

C AVAILA6LE
DENJOM=TPICSMP-2 I POI, ,TS FOR EACH STEP
D0T0DNSRPTS/D':I)M

IF(DPTF"~.LT.1) THEN
TiPE*p 'ROUfIhiE IS INVALID FOR DPrDEN<l'
GOTO 2lj

E4DI F

XSAM4PSP:FLOAT( ISA'4PSP)
C
C H)UITTNF' rn) CHI'ATIK 1HE S5AMP~LED DATA ARRAY

IEOn(" tCw4T*0PAC)+1
ICNTSMP[IEND*IEND-4

I)1) 10 JZI,IFND)
XMIS=(I-I) $ISAMPSP
00 10 J1l,IEI)

SA'IPT( I, J)=FTCX4I5, (J-1)*XSAMPSP)
10 C INTINUE

Vj' D mRITF (74,100) (CSA4PT(I,J),J:1,IENO),I=1,IEND)
10o FIRIOAT C' ',15F'P.3)

C rnlFRHAUSER-COONS FLJ1CTIONS BEGIV'

C
0 EL TA =I5SAM~P S P/ DPTr) E l

C IPP ANJD LIP ARE IN UNIT OF DELrA.
C IPP ANn IlJP ARE THE [LIMITS OF THE X- AND i-INCREMENTS
C SJCH rHAr (IPP4I)*DELTA A-0 (IUP+1)*DELTA ARE THlE FyRrT
C ANJD LAST AiORLD COURDINATEs INTER~POLATED, RESPECTIVEFLY.
C

IPP=DPTDEN-l

C CAECK FOR CROSSING' ilOLJNDARY DUE TJ RO'IND-r)FF ERkOR TN
C DELjTA

IF(ISAMPSP.GT.((IPP+1)*IPLTA))IPPuPP+I
IF(PtC~[r-ISAMPSP.LE.(IUP+1)*0ELrA)lUP:IUP-1

C (X,Y)::w3RLo C'riT'JnATES
XX3IPP*OELTA
XzXK !TNITTALIZE X VAhIA86E FOR X-INCRSMEWT

C ([RLXIRLY):TiF L04ER LEFT BOUNDARY IN WORLDf

577
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C C*)RDLNjTr'S COI)RESPON~DING TJ THE FIRST POINT INSIDE
C TAF SAM Pjl. SIJARE.

C (IRIX,IRIUY)*:TF~ UPPER RIGHT BOUNDARY INJ WORLD
C CIORDINATES CflRRKSPfl'JDIJG TU IHE POTE14TIAL LAST POINJT
C I'14 THIS SAmAPLF S)IJARE OR fH FIRST POiNT IN A
C NW.I^HIBJRf;4G SA;4PLK" SQUARE@

I RUXK= I H U KI SAM P5P

C (IX,IY)::1rIE INDEX IF THFI SAMPLED DATA ARRAY
IX=2 INITIAL1I4E X INDEX

C IU4TIAbIZE VARIABLES FOR t)ICTU.RE STATISTICS
C

IC'IJT=0 !COUNTER: POINTS PER PICTURE
S,41lIFfl) !SUM OF 01FF FOR PICTURE

4S4rUIF2=-. !SUm OF 01FF SOUAREU) FOR PICTURE
SI4A'3Sof !S(Jm OF ARS3LUTE VALUE OF DIFF FOR PICTUJRE
DIFMAX=O !INITIALIZE VARIABLE USED TI) COMPUTE

MkAX14IJ~4 ERROH

Di) 90 I=IPP,IUIP !START OF X-INCRE ENT, 3NE LINE PER LOOP
Y:Xx !INITIALIZE Y VARIABLE FOR YinIMCREMENT
1y=2 ! I NITIALIZE Y INDEX
I ~tUY I S AAPS P
IRUYSIRLY+ISAMPSP
X=XDF L TA
IF (X.,^TIRJX) THEN !N4EXT LINJE

IK:IX,1 !INDEX FON NVxr tLINE
I R L K=lRU K
IRUX=IRU4+ISAMPSP

EN Dl F

CALL Pirc.H

C TX:=DrsrA~4CF, x, *lFrIIN THE~ PATCHI
r x =x - I r, C

c 1ITTALIZF VARIARLES FOR LINE AA'D SFGMqEIT srAIISTICs
C

tCNTl=O !COUlVT4.Rt PJ1"4TS PER SEGME'4I
ICNTA:.) !CflUTER: POI'JTS PEHi LINE
SMLN'DP:.0 !S(1-4 OF' IiINE DIFFERENCES
SmLIN02:O.O !Stjm OF' LINE nIFFERENCES SQUARED
SIALM A=n. !sumP if, ABSOLuTE VALUE OF' LINE 01Fp
SIS"DF=fl.1 !S' it~ SEGMENT DIFFERENCES
SlSmDF2=1XO!SUM OF SEG14LNT DIFFERENCES SQUARED-
S(,SmAw0. ISU10 OF ABSOLUTrE VALUE OF SEi,' D17F
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C~0 L4) 0 J=IPP,IUP !f-INCRME4T, ONE SEG4EvT
K C PER LooYp

Y:Y4+DFLTA

IF CY.Gr.IRUY) THEN !NJEXT SEGMEN~T
li=IY~1 !INDEX FOR NEXT SEGMUNr
IRtdIPUY
TRUY1RUY+sISA4PSP

C
C41f1, Pi rcH

C SrATISTICS ARE pDE'ERmTNED1 PER LINE SEGMENT UJF bENSTH
S AMPS PAC-

IC NTA=IC ' TA I C NI'
S4LNJP=S 4LNV+SGSmDF
S 4bLN f2 54 LN02 +Sn5 S D F'

S~AC~S~5PFI'rl !AVERAGE DIFF. IN S.MN
S-RMiS:S;)RT(SG3SmfW2/[CNTI-SGAVG'*SGAVG) !SEGMENTI RMS

SGABS=S-l-SsA/ICNTl !AVERAGE ABSOLUTE DIFF OF SG4FqT

ICNTlO0 !INTTIALIZE FUR N4EXT SEGMENT
S ;SMPI.:Q.n !CIbEAR TtH. SUM' OF SEGMIENT DIFFERENCE
SISMlF2=0.O !mUEAR THE SUM1 JF SEGMIENT DIFF SQLJARED)
SISMA=0.0 !CLIEAR rH1E Sum JF SFGm'ENT AtdS DIFFENCES

ka E'.i IF

C Tj:PIlSTANCF, Y', *4irHIN TrIE PATCH
ry=Y-IRLY

srPAu(,Hr-.1IIf AP'PfXIMArIoN

F N o= Z 1 r K *Cl/ I SA APS P T r*C 2 /ISAMPP +1'X*l1Y *C 3/
- TSA'4P2

T4iE COkRESPONVING FXACr VALOE TS:

C rnVTA DFTrERMINFID 114 PREPARATinNS FOR SEGM4ENT AND L1INE
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C STATISTTCS,
fIF=EXACT-F'END
D1F2=DIF*LIF !SQUARE DIFF.
DABS=ABS(OIV) !ABSOLUTE VALUE OF DIF'F.
LF'CDIF.GJE.0) IHEN

DIFMXPSD4AX1 (DIVN XPS,DIF)
ELSE

OLFM XNG=D!AX1 (DIF"4XNG,DABS)
ENJDIF

C S:p4'ATION OF SEGMENT OATA FOR THE CALCULATION OF
*C SEGMENT STATISTICS,

S'BqDFz'SMnF+DIF !CO4PUTe THE SUM OF SEGME.NT
C DIFFERENCES

SG--S&DF2ZsGsmnF2+D1F2 !COMPUTE THE SUM OF SEG Dr
C SQUARED

Sl'SMA=SGSMA+DA.-S !COMPUTE THE SUM OF SEG DirT
C ABSOLUTE VALUE

ICNT1ICNT1.1 !INCREMENT SEGMENT COUNTER
C

IF ((J.E2.IuP).AND.(Y.LE.IRUY))rHEN !SEGMENT STATS FOR
LAST SEGMENT

S 4bNA:SMbNA.SGSMA
o SlAVGzSGSmDF/ICNTl S AVERAGE DIFF IN SEGMENT
D SGRMS=SQRT(SGSMDF2/ICtJTI-SGAVG*SGAVG) !sEGENr RKS
D S3ABS=SrSMA/ICNTI !AVERAGE ABSOLUTER VALUE OF DIFF

C IN SEGMENT
IC 4ITA=IC '4TA + C ITl
F: 'DIF

80 COTNUF

C SUM~MATIUrJ OF LINE DATA F'OR THE CALCULATION OF PICTuRE
C STATISTICS.

5 ~01F= S *ADIF+ S 4L N0
S4D1F2=SMDF2SMLND2
S'4ABS=SMqABS4.SPLNA
ICNT=IcNr.IrNTA

C LINF STATISTICS ARE CALCULATED
0 LNJAVGzS'4LND/ICN'TA lCOMPUTL AVERAGE LINE DIFTFERENCE
D L'RmS=SQRT(SMLND2/ICNTA-LNAVG$LNAVG) ICOMPUTE LINE RmS
D Lfl0ABS=S4LNA/ICNTA ICOMPUTE AVERAGE ARStJLUTE D1FF/LINE

90 CONTINUE~ !END X-INCREMENT LOOP

C PICTURE STATISTICS ARE CALDCULATED
c

TlTAVG=54DIF/ICNT icompurE AVERAGE ERROR FOR PICrURE

580
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R'As.=sr)r(.SMr)1P2/rzNr-TOAVG#TOTAv') !COJMPOJTE R14 P1:TUjE
DAV;=S-iA,4s/iC!!T !CJMPUrE AV4ERAJE A63SOITE ERROR FOR
C PTCIURF

X 3 'P512 S Am~PS P/512.
RAS127=R 45/127
aRIF (74,220) TSA4'PSP , fPr0t.N,

-DtF'4XPS,)IIPAX!,J(,RAS127,)AV j
220 F')R'A'r( ti,Fl.4,2(F1.4),F13.7,P11.4)

IF(IP4 KiS* !T. l.-4) * R.(C IFMXNZ;.LT r.E-4) )THI~EN
wRITEC 74,;)' DIFMXPS=',DIF'4XPS, 'DIFMiXNS=',

wRrF( 75 , 1o) SAWPSPAC, ISA'4PSP, DPTDEI, ICNT, ICNTSwP
510 P )RM.AT( P13.4,T 0, P130 4,2(11.3))

l I T F(C76 ,6 ' 0) SM PS1 2, RM5s127
630 F)PRiAT(Wl4.4 ,F13.7)
210 l I fi

400 s rop

SlJi4RlOIITE PITCH

C TR4IS ';u)4ROUII'rK ';JfAS Z VAi.IJES TJ BE USED IN 0.4 PATCHM.

C!'3M4IDi TX,1V,SANPT(250,250) ,Z1,7.2,Z3,Z4,C1,C2,C3

C
1) wI~ITC7.4,*)'XX,rI'l,TX,?f

Lxi IXI+l

Zt=SAMPTCIX,IY) !t,OmER LEFT CIlNER OF PATC4
Z2=SAmPT(1X1,IY) HiGWEH RIGHT CURt4ER OF PATC7H
Z3=SAiMPTCTX,IYl) NJPPER LEFT CORNER OFP ArC4
Z4=5A1IPT(IX1,IYl) !UJPPER RIG'4T CORiwER OF PATCH

D WRTTF(74,*)'Z1=',Z1, 'Z2=',Z2, 'Z.3=:,Z3, Z4=',Z4
D WITE(74,*)'IX1,IY1=',IXI ,T~1
C

Cl :Z2-Z 1
C2=Z3-7A
C i=Z4-Z 3-Z7.Zl

C
D w.'rT7b,*)'C1 ,C2,C3=',CI,C2,C3

D *HITWC7PW)
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APPENnIX RA

NOISF AND TEXTURe.

Aooendices HR anl HC contain the routines that are used to
qenerate noise anj texture for the REALSCAN scenes,

YI1



p A AvrR A1 (JJ IPC Ell 0Q-0-0t)1'4-2

APPENDIX FHb

RLPCAU. E3R

AtCAb.FlR

C T-IIS RoviINK compIITEs sum. VECIOR REFLECTANCE FOR 4 A T
C DATA RASE.

T *G~* JDAr(512,256),irEmsuF(512,512)
fifTE IDAT(51 2,512)
P; 2U i VAI.R'4CE( tOAT, JOCAT)
C I m'4 0' ITEMBII1F

TYPE*,'E'JTFP THE FILE: TO READ IOAr(BYTE) FRUM-
ACCEPT*, IFII4 F

100') F.Wvi'AT(66A2)

C C'REATE 44J AETITODIE PICTURE

TYPE*,' Dn YOU WISH TO CREATE A-14 ALTITUDE PICTURE ?
( I1=YFS)'

R7A*IA'J
IF( rANJAE:.1 iGOTO 12;
D) 170 1=1,512

DO 120 J=1,512
IT EIARJF CJ, I)ziT) AT( C, I) 128~

120 C )%fINUE
CAI'u sDIC' .(0,0,'J)

C TAE TNTEF4T OF THE~ 51J FACrTk IS TO SCALE THE MAXIMUMa
C SUOPnF IVi THF DATA tHAsE r) A PREDETERMINED MAXIMUM ANGLE

123 TfPE*,'i;J-TER THP. FIITh.R SIZ'. JF THfE NJISF FILE YOJ AR

RFAD* , H1 tsi 7
2o TiPE*,'F'qTFP T~i; SUOPE FAITJR'

Tf Pt*,' *o10(13 TR
TYPE*, .)2 TREE~S'
T(PF*.' 1(05 DFTklu'
RE AD* , S jPF&A C
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SLJPE=516PFAC*FLTS IZE

ACEPT*, TXD

TZRAD)=TXDEG/57.3
C:CZ=S C TZRAD)

A=SINZ*CO)S(CTXPAD)
BZSINZ*SIN(TXRAD)
D3 40 J=1,512
DO 40 I=1,512

K=IflAT (I, J)
IF(I.NE.512) THENJ

PDX=IDArCI+l ,J)-K
E LUSE P X I ~ ( n j -
ENDIF vD=DT511,)-

IF(J.NE.512) THEN
PDY:IDAr(I,J+1)"K

E L SE
PD Y =ID AT(1,511)- K

& j DI F
PDX: PD X *S I)P E
PDY=PflY*SbOPE
RE'iAG=SO)RT( 1+PDX*PDX+PDY*PDY)
1R=255*(-A*PDX -B#PDY +C)/REmAG

IF(TR.GT,255) IR=.i55
1TE411F(,J)I1R

40 CINTTNTF
1734 TYPF*o 'SHALL WE M4AKE A PICTURE? (YES:1)'

ACCF.PT *, IVES
IF (IYESeNE.1) GO) TO 373
TfPE*,
TYPE.*, 'DATA WILL BE OUTPUT TO lHE DTCOIFED'
CAL~L SrICS(0,0,O)

373 TiPE*,'00 YOU WA'1T TO no AN4JTHER( PTCTURE?(YCS=1)'
ACCEPT*, IA1J
I F C1AN.E').1) rin TO 20
stop



APPENJDIX 4C

JTTPI.XF1IR, 4rE~FX.FJR, Rr~fF-X.H)t

C TiTs PP'XRA4 GENIERATFS A SQ2UARE ARRAY OF FIfLTERED) NJOISF
C TiAT CA i OE 'KDISTPltirUt- T~J 4 POSSIBLE AM4PUITUDF

C I)TSFPII.4JTT0O S*

C PROGRAW~ 4Y: q, I3ECKF,1, S. RICtiIE, P. 5ATT, R. LEB~LANC.
C AND) OR. &PATZ

c LArFST REISVIsfN DATE.: 2d JULY~ 91 PL

C

C APP~R1PRIAT: ARRAYS ARF DIiE'JS10EDF AND) OAFA TYPLS
C SPI.CIFIE:)

RITE~ jBijF(5s;O,5bo)
D1'4FNST1N FLTARA(S60,29) ,FLTEMP(56O,24)

li FGFP*2 T4,(2Qi),TPtJF(r60,5bO),KBUF(28O,560)

C~iA.ACTFiR*lo 0ST~a(4,FLDTiPE

C'i, 4 k' r1'/ I~ t3I F/ I P 1) F
C 3'fil ) 4 /'3 ii F' d~ F ( 5 b 0) , 5, 60)

D;~TA (D)SNf( I) ,I1 ,4)/'JNFORM', 'tRIArw;ULAR',
'PA4A'AOrT,'cUSP'/

i/ I r Tj '4 T~kNAINAL FOR EACH MN

iw*, 'I 4PUT ril-,!mvgrD:
TiP*,'(1) CRE4?c6 AND FILTP.R *JISE-
TIPP*,#(2) RFAI) 1*2 NO1SF- F'OPR Ei)isrNrlTT)N'
TYP*,-(3) YAI) biYfE INusE FOR REDL1STRl~jTIl'J

R 9'Al * IC - A'

GiT:i( 3o0), InnO, I no)j , ICoAA'W)

5 7
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to0 -fPF*,#6?JTEFJ Ti4F ILLE FROM~ wHlCri TO RAl) THES DAIA.'
N t. A.) * I IF I l1

TYPE*,'03FS THIS FILf' HAVt 4EADI"JGS ? (=YES)'

IF(ANS.E1. 1)THENt
EA!)(IF'ILK,20l) ,FL.TYPE

READ(IFILF,*),FRACT,ISIZE,NPAS,FINSIZ
TYPE*,' FIL.TEP TiPE =',FLrYPF
TYPE*,' DISTPIPUTLON x ',DSTRB(1)
TYPE*,, nisrRIBUTION PEAK =',FRAcr
TYPF:*,' FILTER SIZk; = ',ISIZE
TYPE*v, NtIMiBER OF PASSES = vNPAS
TYPE*,' FILE SIZE =',FINSIZ

ELSE
TYPE*,'E?4TFR THE SIDE DIMENSION OF THE FILE'
RF.AD* ,FINSIZ

EIDl)F
200 F3)RMAT(AI9)

O FILrMAX=0
F[LrT6INJ=999
IF( ICOMA'JD.F:Q.2) tHEN

DO 260 I=t,FINSIZ
DO 26nl Jz1.FINSIZ

VAI.zTtlJF(J, 1)
BUF(J,I)VAbj
IF(VAL.GTFILT4AX)FILT4AX:VAL

260 COJT IM I IF

or) 250 I=1,FINSIZ
DO 25() J=l.FINSIZ

VAL=JBUF(J,I)+128
f4(F (J, I) =VA U
IF(VAL.GT.FIb1"4AX)FILT1AXzVAL
IF(VAL.LT.FILbTMIN)FILTIN=VAL

250 C0'JTt AIIE

230 FJR,4Ar(66A2)
TYPE*,'ENTER THE NEW OISTRisuri)N'
TYPE*, * (1) JNIFORM'
TYPE**e' (2) rRIANGUbAR'

TfPE~p' (3) PARABiOLIC'
TYPE*,* (4) CUSP*

IF (IDISTM1.NK.1)THEN
TYPF:*,'ENTFR A NUMBER JETWEEN 0 AND I THAT WILL'
TYPF:*,'IDENTIFY THE PEAK 13F EHE DISTRIBUfION'
RF.AD*,FRAC(l)
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TfPE*, 'E4TE T>1F U.PPER -30UNiD FOR THE FINAL VALIJLS'
TiPF* ,'THE 1,0r)FR V'jUND IS ASSUME~D TO 4E: 0'
TYPK*,'41RMA IS 255 F'OR uICOv.FD PICTURES'
R ;-A i I R AJ A
I R A N GO" t: R A N -7 K+ 1
PJ P AS I:

I F FSA=F .l SI 7
G ITr 149')

C

300 TiPE*, 'PTE'P T-W SIDE DTIA NSJ~l OF THE FIrIAL ARRAY
TiPF*.'-l)P'4Af, IS 512 FOR DlCiF-) PTCTUPFS'
R 'AD 1,FI 4% T 7
lc FFSA =F Il~SI 7
TYP ;* , 'F.'l'TFi T4~E NId44PER OF' PASSES TO 4E MADE THROtIGH rHE

T0 , A!) J *.)F TNA 10A

4 00 rYPF*, 1.ITFR T4P. FIr.,rEi( SIZE FOR PASS' ,I
TYI.'E*,'THIS MdSt BEF ODD AND 4'REATER THAN~ ONE:'

TF (((iFr,rsizF:( E)/2)*?)..IFLTSIZE(I))THENj

TYPE* ,AM~lSr f4E 000 8
ir1400

ENDIF
SF F SA: IFF S A + FL T S I (I )-1
CYPF*,'E>'siFH THE FIhfil, 1)1SIRiFBUTIO4 FOR PASSvI
rYpF*, I (I) UN 'IF'1cV4'
rypE*,' (2) TF'IA.,ULAR'
TYPE!*,' (3) PARAQOfjIC'

r~p ' , 0(4) CUJSP,
PFL)* , IoTSTr( I )
IF (TOT)ST(I.4E. 1)T'iEN

TYPF*,'F'NTER A Ni.lqLR BE:TOEEN 0 AND 1 THAI'il(IrLl
TYPK.*, 'T0K;4rIFY THF. PE.AK JF TH4E D)iSfRIR'JF1(i%
Hq A0*#FPAC( I)

SO0 C111 ri .JiIF

T~P.:, ':JF~T11F ORP_-o? -ijNU F'0I T'HE FINAL VALUFrS'
TY('F:*, 'T-V Lt)4EW oiD)Jf) IS ASSUMLE:) TI 4E 0'
TYPF*, ''Allvj IS 2'55 VOR UTCO-AEL) PICTW4ES'

TYF* 4 T: AI6I) O

T4TSPHE l):
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I- EFrTFRI4-4 1,3

11r) 3200) ICJTI , MPAS

FR~ACT =FR~A C(IC N )

C s~ruP THE~ WFIGHT FOR FILTER ARRAY
c

600 FkC=3.14159265/(IFSIZL,1)
ICFENT=IFSIZE/2+1

D3) 700 JITCFNT+t,IFSIZE

SbR=K*K
KY=11,1AM~- J
DO 700 I=ICENTJ

K=1-ICF:NT
XK=SGRT(K*K+SQR)
K XIDIAM-I
IF(XK.GE.ICENT)THER

VAL=0,0
ELSE 4

VA =COS C KFAC)
E'4DIF
W(I,J):VAL

W(JIK)VAL
W(KYI)=VAL

C(J, KX):VAL
W(KX,J)=VAL
v, (KX,KY)=VAL
W (KY, KX )=VAL

700 CJJTI NJF
C
C

C 'dTTH THE' FILTER SIZE CORRLCr, WE SENERATE AN ARRAY THAT
C 13 (51+FILTER STZE* OF PASSES5) X (FILTER SIZE) AND

C, FILLS IT ITFH RANDOMq N'U4BRS

IFSAISA-FSIZ4'A
TYPF*O'FILTFRING THE APRAi FOR PASS *,Iig
DOj 900 J1l,TFSIZ9

DO) POO0 I=1,LIM
IF(ICNr .GE. 2) THEN:'

FLTARA(I,J)=T8U(IpJ)
ELSE FLTAA(I,~mRA~lI
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'4lvrRAEiJftI Pk-IN Ik-r-0014-2

E j 0 I F
800 CONT01WJi

[H 3 o(J )= J
900 o'im

C TA4E AVIFRA%^J IS N!)h CHFATEO. FORi A SQUARK. AR~RAY OF THE
C% D1MFNSIIVJ OF THE FIL.TER SIZE, THIS IS A WEIGHTED AVERAGE

FILTMTN:9499
F I rTM AX =
D) 1400 J=1,IFFSA

flO 1100 I=1,IFFSA
AV(;=0 *

D) lo00 J2=1,IFSIZE
1!3=IROW( J2)
DO 1000) 12=1,IFSlZE

13=I+12-1
AVG=AVG+W(12,J3)*FLfARA(I3,J2)

100') C114TINIJF
14f)FcI,J)XAVG
1F(AV( *GT. FILTMAX) FILjTMAX=AVG
IF(AVG *LT. FTLTMIN) FILjTMIW=AVG

1100 CO4TPIUF
C

C CREATE AF2A LINEJ UM~ CHAN'GE LjINE P)IPkITERS

00 140n J?=1,IFSIZE
TF(IROW(J2) .LTIFSIZ.E)THEN

I~rl4CJ2)=IROW( 12)+1
E I., S F:

IkH (CJ 2): 1
I F(IC4~lT.*G P. 2) TH F%

JINCR:J+1
00 120)0 12=1,LIM

FLTARA(T2,J2)=lBUF(I2,JINCR)
1200 C f 1.4 'T I UF

DO 13U0 12=1,LIM

1300 COA~T1409E

E f4 F,

1400 C )vJ f 1141It

C
C SET O'P Tr) REVIS'rRIRUTIU)'

1450) IF cjrrFQ.NPA~S)THFN
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a S.IZE=:1000
E 4IDIF
IFACRAT*SZiE

1500 II(QSlZ,.GT.256)THEN
LIMT=3*QSIZE

EL.SF
LlTT10*)SIZE

EMO TF
E~PSJl0 N=(C VMT~AX - VLTMIN) /bUIMT
DEP=1 ./EPSLOM

C

C CREATE T4V DISTNTAUTION ARRAY
C
C

1650 CJV( IN) K

03 1700 Ic1,IFFSA
00 1101 JIz,IFFSA

K=(tAU.F(J,I)-FILTMtN)*O9P I
G(K)=G(K) +

1700 C3NrINUR
G(blMT)=GCUV4T)+G(LI4T+l)

G')TV( 180,2no0,2200,2400) IDIST(ICNT)
C
C
C UI ~FUJR I

1800 T9 MPI1( .*TFFA*lFFSA)/,)SlZ
Dl) IQ"(,1= 1,1)SIZE

RUCK(I)TEMPP
4190r) C'INTJUt-:

G.ITO 2600
C .
C F.RtAN;LE
C
2000 T'w1P1=( 1 *IFFSA*IFFSA)/IS1ZE**2

r,.AP2=2lSsIZE+ I
OJ 21(10 I:1,O)SIZE

S'tCK(I)=(TEAP2-2*I)*TMP1/(mVHACT)
E N DI V

2100) C. N TI N IE
G')TO 7600
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C PARAR36A
C
2200 i'EAP1=( hIFS*IFSA)/(2*QSIZE#*2)

D:) 7300 I=1,QSIZE

IF( I.LP. TFRAC)THEN
BIC^K(T)(CTPMP1/FRACI)*(2*11((1+3*ICII))/

(3.*FRACT*ISIZE)))
FELSE

TEP2=SIZ-I,1
BICK(I)(TF4P/(1AFCT))*(2*TE4P2-1((+3*rF~p2*

* (T P2-i) )/(3.*(l-FRACT)*OSIZ,)))

2300 C3NrjNUE
GJTO 2b00

C CtJSP

2400 T P1 =( 1.*TFFSA*IFSA)/ JSIZE/JSIZE/,ISIZE
D) 2500) I,oSIU

IF (I.L F. IFRAC) THENJ
MJCK(I)=(1+3.*I*(I-1))*rE4p1/(FRACT*FHACT)

E C.j S L-
T E:r4P2 =OS IZ9E- I 1
gdC 'K(I)=(t,3*rF~mp2*(TIEMP2-1))*TEmP1,((1-VRACT,*

ENI (1-FRACr))

2500 C M T I Ni l W

I.-

C TW.ST B~UCKE2T SIZF"S
C
2600 TIT:0

SijmO
DI 123 [:1,')SIZF

5 U ':Sd ki + E3 U C K(!

D') 124 121 ,LI14T
rnTrlrT+G(T)

124 c )NrijI'F
Ti'PE*,''5J4 rjg ARR~AY ,UCKI(US ',1TT

r~iss"nir rntsrRtbujrr LIJCKETS *,U
TYPE,'4*2 2 ,IFFSA*IFFSA

C CYJ4PUTF' rHF f84AKP01,4I'S

Azfl

r) 2900 [=1 , JS HE'
2750 1 F (A l T .ilIJ CK IT 4 F N
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IF(K.c;T.LT-AT)^20TO 2d400
Azk+G(K)
GOTO 2750

A=A-RULCK (I)
9(I)=CK-A/G(K) )*EPSION+iFILT4IN

2800 CONTINUEJ
BCQSIZE)=FILTMAX

C
C
C C04VERT SUF. THE FILTERED NOISE ARRAY, FROM A GAUSIAN
C DISTRIBUJTION TO ANOTHER DISTRIBUTION STILL POSSESSING THE
C SPACIAL FILTERED PROPERTIES* IBUF HAS DATA POSSESSING S3ME

*C DISTRIBUTION AND A SPACIAL PERIOD UP T0 ABOUT (2/PI)*IFFSA.
C 1/2 INTERVAL SEARCH
C

MAX=O
MINZd99999
NTIi4:LOG(FLOAT(0SIZE) )/LOG(2,O)
IF(JSIZE.GT.2**NT' ) NTIM=NTIM+1
94E0(1)cVILTMIN

C
D3 3100 I=1,IFFSA

DO 3100l j1,IFFS4
L0400
I uP =Q0SIZE
KV=TUP/2
VALzSUF(J, I)
DO 3000 Kc1,Nrim

IF(VAL.LT.B(KV) )IHEN
IUP=KV

ELSE
Lj04 K V

ENIDIF
KV=(IUP+LOW) /2

3000 C3NTINUE
Ti3IJF(,1,T). LOW
IF(NIAX.LT.LOW) MAXzLOW
IF(NIIN.GT.LDW) MIN=Lnw

* 31D0 C)NTINUE -

* C
3200 COINTINUE
C
C

C WRITE OR SCALE FINAL FILPE
C
3300 TYPE*,'INPUT COMM4AND (1) a WRITE ARRAY INJ BYTE FoRml

TYPE*01' (2) a WRITE ARRAY IN INTE,"ER*2
*FORM'

TfPE* (3) 2 SCALE ARRAY'
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TYP*,-(4) =SLOP'

RG1TA)(3T,,3IP-A400400,Cr),

C

SCAL' ARRAY

3400 TiPE*,'L*4PUT A tim41MUIM ANOL A MA4A1YUMl F~) A SCALE'
riPE*,'THESF ?MuSr HE INrEGFR'

SC .A LE= J I AX - 3MIN)/I CAX - iI N)
D) 35~00 T=1.FINSIZ

DO 390o Ji1,FINSIZ

350U) C 1J T I4 U 02
GJi TO 3300

C w~iTE rDVTA A\$OUT fRrE ARRAY

3601) TIPF*,' F'ILTER TYPE = POLAR'
TiPE*,' DISrRI40TION =',D)STRR(IDIST(NPAS))
TYPE*,' L)IST.'JS(TION PEAK c ',FRAC(NPAS)
TfPgE*,' FIUFER S1ZF = ',Ii'LrSIZE(NPAS)
T'YPE*,, 'JUM4E JpO PASSES = 'pNPAS
TfPE'l F~ILE SIZE =',FINsIz

TYPIE*,'I4rn W'41C4 VILF DO YJU WISH TO WVRITE THF ARRAY ?I
REAr)* , IFIIE
T Y P.* w'o --,j 4isH rO RECURD rHE. AVIVE DATA ABOuT THE
F PILE'
IYPE*,'AT THK BF(CIlNNNG OF IT ? C1=YF~S'
READS, AN~S
IF(ANS.IE.1)Gk-orf 3700

w'-irr T FITE, ,IFr 1Ts 1?K(NeAS)
WRIrE(TF'I,F,*),NPAS
W 4RIT P CTEL rjE, *) ,FIAjS1~z

3700 G)To(40)),3t~o) , ICOAND
C

C A.RITF ARRAY AS i-4rE'GER*2

C
3803) C ~T 1:4UE

TYPE*,' 4RITING~ EliUF Tr) FILE. ',El[E

C
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c

4000 rfPEj*,'f'jrJv!.PT1l' ro Byri'

0)0 413n J=1,FISIZ
J R iiF(J, I): [BU F(CJI) 128

4100 C)T~J
TYPE*,' 4RITINI- KBUF INrTO FILE ',IFILE

G )TO 3300

C

4200 s rip
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APPFNITX TA

TSTr. FOR

C T3TBW.FoR
C
C TAiIS PRIGRAM TS 01COM~F) RU1TNF FOR PAINTING THE

RrAcK Aj' WHITE~ DATA RASE FUR INITIAL TESTING,

StIJRDIJTt~JE FRAM4FI
1'JCuUrE 'PPRAO:[IJTrjITY.ICD]JD 0MON.FOR'
RfEAG RX,RY, PI,TE STlTE:Sr2
I'lTEGER InATI3AS, IRTI40, WRl-, JDIC'J,KI
14TEGER*2 ITEMI(1024)

TfPF*P'E'JPUT DATABASE CiDICE: 1zRADIAL LINES'
TfPF.*,,2=C)NCENTRIC CIRCLES'

ACCEPFr*, tnArTAS
TfPe*,-TS4PUT JR DE~VIATION FROM4 GRAY AT THETA=O

*(R~ANGE IS'
TYPE*,' 0 TF) 127 WHERE 127 [S FULL SCA[LE DEVIATIO'q)
ACCEPT*,1LPTHiO
TfPp,;*,'.4RITE ARRAY TO DlISK( FILE ? (Ofln WRITE)'
ACCEPT*, tARP

C TI'PE*,'E4TER RESOL: H=Il,M2pL3 (NORbKAL=3)'

I lYPE*,'~iPrFR MAGZ CONTRO)L: ') DR 1 (NOR"4AL=O)'
C ACCEPT*, M.AGZ

MAGZ:C)
TfPE *,'E74TER AFLE (512 IR 1024)'
ACCEPT *,WELE
TYPE *,'FETFR At,U4 (512 7.) 1024)'
ACCEPT *,NJLIN

TYPE* , 00C YOU REALLY WA~jr A 256 RESOLUTION~?'
TYPE*,* YFS=1,N0=0'
ACCEPr* * 1W256
CAllu V/J SKE

NC )lb(2)=0
CALL. FTfjTFR
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I L) O N 1, IN~

CALL VT)IVIT
DO 555 Jzl,Tr)

';OTil(10,20) IDATBAS
TvPE$, 'ERROR:iDrATBAS= , LDhTBAS
STO(3P

10T;'SrI P [/256
T e: T 2: Ar A ,J2 (I-.99999 *J -. 99999)
K:TEST2/ rF~STi

300 IF((K/?)*2.NK*K) GOTO 10

C
20 TEST2=J

TE:ST1I
TE~SrlI= (TE8 Tj~* *2 +TE~Sr12* *2) * *.5
K=TESTI/(((3*TESTI)/(1.414*NLIN)).1)
TEST2=ArAN2C-.99999,J-.99999)
GOTO 301)

2 0 0 BJ)Fl(J)=( (-2.*IwrH0o)/pI)*IEST2-129+lRrH0 BLACK
G3TO 554

554 GIT)(555) IW4RT~i

555 C 3NTI'1"

I lFJ(2*KK-)=JF(N)

333 C rIM!jF
CALL VIrDtIT
CALL VL)JNIT

CALL VI;)JtJT

TYPE*, 'rW ;4F-,Ir

C ))pz- I
9 FJ)RAAT(OA2)

E -4 D
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APPVflT'( 1k3

SRCACA'EPA *

Pk3';RkiQ~ 5RCAMKNA
I JC[IJ')E 'r)RAO: cJrijIT.ICOFD] CflvMjN).FJR'
14Tr,EGP*4 SYSSASSIGN
RFKAL TI4AEI,TIP-E2,SFCN!'S,F1ELTA,rELTAFDELTAM
REA, F)ELrAS,T0ELTAH,T',P,DE.,A- ,TDELTAS
T!NCIAJ1'F 'r)kaO: CilrILiry.rlICOMED]10.F1R'

C AssirGN r"-F flR114 'TO A C1A.NNFL
lITAT=SYSSASSTGN('UZA0:',lC1A~,,)

C IF 4F CA'P'NIOT OJ THE ASSIIN OF CANOJ 0T1NUE

3;'T UP AST FF RCELI rSJTCT( NI
C )nFlR:

LiJFRFF= '77577' C0
B 0 () ,

C )r)E= I SET 11P CELLb FGR FkklE1

KXTFljG 0

00

111TO 1()')

20(0) -#I rE ( )C D P E L'J A IF. D U - THIS IS 41 ERROR
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300 C46L FRA44EJ
GITO 1001'

C
*400 CALL ERA4F'2

G')TI 1010

Soo0 CALL PRTPRO
G0TO 1000

600 CALL. FRAAKI~
p C

C 3"ET THE TIME
FFLTA=SECNnS(TIMEl)I' ~~T 0ELT A=SE~C N S CT IME2)

C CALCULATE THE FbLAPSLD TIME
C

FEFTAm=:INT(FDEjLTA/hO,)

C EL. r TAS = E ) Eb.T A -(CEbE.TA M* 60)
C C^ALCILATE T'1F ELAPSED f1I4E FJR THE TOTAL SEQUENCE

TDELTAH=INT(TO&ELTA/3600.)
T 4P=TDELTA- (TDEL.TAH*3600)
r o EL ~4IN T(TM P/60) 
T OE T AS: r ie-CTDP~ ..1'AM *60)

IF CTSw12 .EUo. 1) THIEN
ORITE (6,700) F)ELTAM,FDELTAS,TDELrA4,rDELTAM,rD!LirAS

END IF
C
C CH4ECK IF PRINlTOUr IS DESIRED) Om PRINvTER

IF CISi~jt FJ. 1) T4!EN
*JRTTW, (5,7l0)FnFTAM,FETAS,TDEI,TAH,T)ELTAM,TDFLTkS

FO4r IF
C
700 F'JRMIAT (///TIS'ELAPSEI) TLmE FOtc ERAME'/T50,F1.2pT65.

I '4INuTFsI,T75,F15.l0,TIOO,'sEC0ON05'//r15,':LAPSED ToT4L
2 TIME',/ !3s,F'6.2,T45, 'HOEJRS',T50,E10.2,TbS, 'MINfiJES-*T75,
3 F15.1i0,'r100, 'SFCII'qs')

C
C

1000 CLOfSE C1)4TIT:)
CLOSV (LJJIT=2)
CL.OSF (141T=3)
CLISE (',Jrr=4)

C
IF CFXTFL-G E(). 1) rHE-

600



I AV rR A FmOJ PCWN, 90)-01-0014-2

F Jr) T F

-I-T-.) 10

Roo PRINT Rol
Sol FJ~mAT( '0*** C A I F A 5 S I S D r R 11

F: <T FI, 3=I
GOTO lIj)O

9999 CALLC EXIr
C
c

9999 s mp

K 4
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APPENDIX JA

Akji, YSIS fnF APPFJf)IX J SOLLTIljS

This AnPeldix comnires the three soltitons of Appen-
lix J (the lower bound orobleT), and a two other Solutions
whicn are oresentei In this Anoendix. Tne five solutions
are labelel A throuqh I) and D'. Tne equations for the five
solutions are qjvsn In equations JA-1 tnrouqh JA-5.

Solution 1) is similiar to solution C. Solution C
uses the tne lisr compoItpd point alonq the lower bound line
(XY) to compute thp new Point (X',T'). Solution D uses
some Intermedlite Doint (X+dX,Y+dY) to compute (X',Y).
This intermediate point.is choosen, such that solution D is
more accurate than solution C. The intermediate Point is
between tne old ooint (X,Y) and the new Polnt.(X*,Y').

rhe internediate Point is computed by adding a por-
tion of the last distance between data Points to the latest
data ooint. This portion is comPuted by multiplyinq the
last distance by a scale factor SChLE. Thus SCALE is less
than I anI ireater than 0*

Solution D can be modlified, such that SCALE Is a con-
stant ani a pover of 2. The case where SCALE is a constant
and equal to .5 is solution D'.

6 U3



NAVTRAEO,JIPCEN 40-$O0-U14'-2

Solution 4: JA-1
2

T (X + Y )(I + Klr K2*Y)
X, x + I*,

Y° = Y + K2$'r

SOLai?1f4 i: JA-2

T I + K*(KI*X + K2*Y)
= CX - A ,IG Y) *r

Y (A41*X + Y)*T

S0bjr IO DA JA-3

2 2
r =X + Y

X= X + KI*T

Y' Y + K2*T

SOLUTION ): 4
2 2

T CX + eX*-CALE) + (Y + dY*SCALE)

d= KI * f
d i K 2*'

X = X + :iX

y¥ = y + ijy

SOL'Jrioq o,: JA-5

2 2
T (X + dX/2) + (Y + IY/2)

dX =K1*
di K2*T
X" X + xX
Y" y + ly

Apoendix JN lists the FORTRA'J code which implement

these tive solutions. The mathemnatical conplexitv of these

five solutions is aivPn in rable JA-1.

I
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4A TkAKQJ11[PCKN so-n-ou14|-2

X rA41,E .JA-1. k'ATH OPFRATIDNS3 FUH t;AH S-ht[LITAOq

SOUiJrT'Th -NIIITIDLI ES ADDS SHIrTS

A 9 4 u
8 7 4 0
C 4 3 0
D 0

4 5 2

Taole JA-2 tab)ulates the root mean square error (fS)
ani the maximun Prror (74AX) for solutions A,$, and C versus
11 different lines. The RMS error is calculated bY the
square root of average of the sum of the errors squared
aloni botn axes. MAX is the distance fron the exact point
to the Co-nD ]ted Otint.

The 11 lines are oarallel to the X axis, and tnev
have a distance from the origin (DIST) which ranges frov 0
to 1024. 9aen line nas a length of 1024 units. The case
where D)ST eii ls 1024 is the case when the REAL SCAN eve
orientation Is alini tne horizontal. Ere case wnen DIST
equals 1, is the worst case, and is when the REAL SCAN nalir
falls as close as oossible (with integers) to tne loser
bound line.

TA86K JA-2. Rml FkROR FOR SOLItriONS A,, AND C VtRSUS DIST
ANGLINE = 0 D)G$E S

DIST 11.SA 4 AX RMSR BX RM SC M AX

1 0.963P-01 ,.207E+03 0.202E+OU 0,435E+03 0.104E+00 0.183E+03
2 0.297F-01 1.655E+02 0.198E+00 0.36bE+03 0,439E-01 0.387E,02
4 0.965E-02 0,175E+02 0.179E+Ov u.270E+03 0,269E-01 o.152E 02
4 0.31*1E-02 0,;39E+01 0.140F+00 0.168E+03 0.179E-01 0.683E 01

16 0.104E-07 0Ol 6E+01 0.941E-01 U,86OE+02 0,123E-01 0,322E+01
32 0.329E-03 .240E+00 0.553E-01 0,373E+02 O.859E-02 0,155E01
64 0.107E-03 0.54SE-01 0.286E-01 0.138E+02 D.b1IE-02 0.745E+00

128 0.228F-04 0.817E-02 0.127E-01 O.426E+01 0.436E-02 0,356E+00
256 0.10F-04 3.204E-02 0.455F-n2 o.103E+Ol U.283E-02 0.174E 00
512 ,).52 W-05 0. 67E-03 0.112F-02 U.171E+00 0.141E-02 0.930E-01
1024 0.511F-05 I.SH3E-03 o,331E-n3 0.259E-01 0.491E-03 0.353E-01

i. 605
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£aole JA-2 indicates that solution A is the most ac-

curate and solution B is the least accurate, of these three
solutions,.

Taole JA-i tabulates the QMS error and tne MAX error
for solutions A, R, and C versus 10 lines, whicn nave dif-
ferent anles from the X axis (ANG). Each line has a length
of 1024 units ani a distance from the orilin (DIST) equal to
1. rhe inale froi thp X axis ranges from 0 to 45 deorees,
which is sufficient to cover a line at any arbitrary angle.

TABLE JA-3. RMS ERROR FOR SULUTIONS A,B, AND C
VERSUS ANG

DIST =1

A4' RMSA AMAX RMSR BMAX RMSC -MAX
----------------- - oW------------------------ M~ - --- --- -- - -----.-------

0 o.463E-01 ().207E+03 0.202EOJ 0,43bE+03 0.04E 00 0.IR3E 03
5 O.R57F-01 0.205E+03 0.201E+O0 0.433E+O3 0.1)5E+00 0.195E03

10 0.044E-01 o.202E+03 0.201E0O 0.433E,03 0,105E+00 0,186E+03
lb 0,872E-01 ).0QE 03 .. 201E+Ou .433E4+03 0,102E+lu 0.176E 03
20 0.85RE-01 1,2O6E+03 0.201EOU 0,433E+03 0.105E+00 0184E 03
25 0.834E-01 l.20nE+03 0.201F+00 0.433P+03 0,111E+00 0,2n4E+].03
3) 0.856F-0! 0.205E+03 0,201E+00 0,433E+03 0,1O3E 00 0,179E+03
35 0.94E-01 0.213E+03 f).201E+Ou 0.433E+03 1).103E+00 0.179E+030

40 0.R66F-01 n.20qE+03 0.201E+00 0,433E+03 0,113E+00 0.20AE+03
45 O.R65E-O1 ().207E+03 0.201F+0U 0.433E+03 0.107E+00 0.191E+03

Table JA-I IndicateS that the RvS and vAX error are
not stronlv ieoendent upon te lower bounl anqle (AN:).
The worst case for solution 4 is aporoximatly 15 deqrees,
and for solution C Is aporoximatlY 40 deqrees.

Another itnortant feature of tnese solutions is the
error oernendJcular to the loser bound line. The lower
bouni line lefines visibility for PEAL SCAN, thus the ner-
oenlicular error will effect the visible scene. Table JA-4
tabulates the averaoe oernendeculAr error (PEP) and the max-
imum Peroendicilar error (PmAX) for solutions At A, ani C
versus nlSr.
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rquE JA-.. P.RPF';DTCJIjAk ErRR FLjR SLUTIDJNS APB, AND Z
VERSLUS 1IT

oisr AP ,R API,'AX d3PFR BPMAX CPER CPmAX
- a --- -- - - - --- ---- S------------- -- ~~~~5~~---- ~~~5
I 1•344E-04 -. ,'45r-04 0.227E-01 -. 84dE+O0 0.22tE-04 -. 305E-04
2 0I1F-04 0.40E-04 0.470E-O -. 143E+01 0.340E-05 0.61,E-04
4 0.34SE-04 o.c34F-04 0.602E-01 -. 211E 01 0.285E-05 06o10E-04
d 1.676R-05 -. 45fE-04 0.935E-01 -. 262E+01 0,340E-05 O.391E.04

16 ).547E-04 -,Q44-04 0.136E+00 .269E 01 0.40OE-O4 -. 107E-03
32 0.979F-04 1.126E-03 O•IPOE+O0 -. 233E+01 0.124E-03 O.t0E-03
64 1.122F-6 -. 183E-03 0.210E+O0 -.172E+01 0.715E-04 -. 206E-03

124 O.8lFI-O 0.9n -03 o.201E+00 -. 104E+01 0.391E-4 0.19RE-03
256 O.lb4-03 0.36fE-03 0.135F+00 -. 462E 00 0.324E-03 0.641E-03
512 ).203E-03 ,.427'-03 0.524E-li -. 132E 00 0.148E-03 -. 305E-03

1024 O.30E-01 0,•,RE-)3 0o112E-01 -,25bE-O1 0.145E-03 0.854E-03

From TIble JA-4 solutions A and C have siiliar per-
pendicular errors, and solution 8 has the worst error. Note
that the oernenlicular error increases as the distance froT
the orlin increases. This indicates tnat the angular error
Is close to a cnistinte Thus fro,n taole JA-4 the visibilitv
error Is ieariy constant.

raole JA-S lists the neroen.icular error for solu-
tions A, i, and C for versus ANG, witn DIST e.ual to 1.

TA8(A. JA-5. PFRPN-NDICLUAR ERROR FOR SOLUTIO)NS A,8, A14D C
VERSUS 41qG
DIST = I

A",; APiL AP'AX -3PFR BPAAX CPER _PwAy
-- -- - - --- - - ---------------------.. ---------------------

0o o'OE00 1.OO0E+)o 0,227K-01 -,8499+00 O.OOE+O0 0.)00F+00
5 ).306F-05 -. 381E-05 0.227F-01 -.b4dE O.l 0,119K-05 0381E.05

10 ).141F-04 :).154E-04 0.227FE-01 -. 849E.+00 0.292E-05 -. 763E-05
1 J.355E-05 -. ;54E-05 0,226E-01 -.b49E+O0 0.644E-06 -. 763E-05
20 1.179-O% 1,763E:-05 0.227E-01 -. 848E 00 O.100E-05 0.153E-04
25 0.814E-05 1).t4E-04 ').227F-01 -. 84b E+00 O.5OE-05 0o305E-04
30 0.382w,-03 1.153F'-04 0.227-01 -. 84UE O0 0.507E-05 -. 305E-04
3S ,).25E-04 -. 305 E-04 0o.227E-01 -.848E+On 0.497E-05 -.153E-04
40 9O14E-04 0.229K-04 ).226E-01 -. 84bEOO 0.403E-04 0,610E-04
45 0.344E-04 -. 458-04 0.227E-01 -,848EO0 0.228F-04 -,305E-04

s)07



1

'AVTRAEQUPC'N 80-0-OU14-2

Taole JA-S inlicates that the Perpendicular error is

a function of the tower bound anqle. T'e qeneral trend is
that the oerpenlicular error increases witn increasini an-
qles uo to 45 deirees.

The final conclusion of these three solutions is tnat
solution A is the most comnlex, and accurate. Solution C is
the least comoilx and more accurate than solution 60 Tjus
solution C is the optimum solution ot the three solutions
compared above.

Solution ' and 0' are ootentialv more mccurate tnan
sol-3tion C. Tne rest of this appendix will covoare the ac.
curacy of sollrtions D, C, and 0'

raole JA-6 tabulates the results of a search for

SCALE (witnin 11/0O0), wnich yields a linium RMS error for
sol'ition ) versus DIST.

TASLE JA-6. qPTIM1II4 VALUE OF SCALE VERSUS oIsr
AMGLI'W = 0 DEGREES

DISr SCALE RMS") DMAX

-a- - - - -- ----- M---- a - -a- ---- a----

I 0.174 0.307E-01 0.543E+02
2 0.234 0.170F=-1 U.329E+02
4 O.32R 0.952E-02 U.161E+02
8 0.403 0.361E-02 U.562E+01

16 .456 n.134E-02 U.161F+01
32 0.485 0.455E-u3 0.397E:+00
6.1 O.48Q 0.143E-u3 0.S52E-01

t2 0.497 0.304E-04 0.136E-01
25i) 0.449 0.77RE-05 0.222E-02

512 n.%0 i).305E-05 -.423E-03
1021 0.sn4 0.36SE-U5 -.!49E-03

From t.itle JA-6 SCALE: rancies fron .174 to .504 (ap-
oroximatly .5). Tables 14-6 anI JA-2 indicate that solution
D Is the iost accurate solution!

raole JA-7 tan,1lates the QMS error for solution D as
a function of SCAlY aooroximations. Scale is approximatei
by tne closet ninarv eluivalent, witn a oiven number of
olts. fn table TA-7 the nomoer ot bits vary from I to 6.
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rArr, .]A-7. R*AS PRROP FOR snuUrioN. r
JcPSUS SCIL-J APPROXIMATIONS

AMrI4 = 0 DEGREES

N; PAkiPP ')F r31T' FI SCALEF
DISr 1 7 3 4 5 6

-- - -- - -- - -- - -----a l-aa - aaaaa--- - ---- -a------ - aa aa -aa- - -- - a

I 1I0E+0 )0 O.39E-0 010.355E-l1 U .31E- 01 o.312F-01 O.3OE-O1
2 1).439F-01 1.172F-01 0.172E-01 0.72E-01 0o172E-01 0.171E-01
4 :).154F-01 0.102E-01 ).928F-02 0.859E-02 0.859E-02 0.854E-02
8 0.531E-02 0.531E-02 0.386E-02 0.38bE-02 0.363E-02 0.363E-02

16 0.180F-02 0.180E-02 0.180E-02 0.144E-02 0.139E-02 0o135E.02
32 0.579E-03 0.574E-03 0.579E-03 0.579E-03 0.579E-03 0.462E-03
64 0.173F-03 0 .173E-03 I.173E-03 U.173 F-03 0. 17E-03 0.167E-03
128 O.372E-04 -.372E-1)4 0.172F-04 0.372E-04 0.372E-04 0.372E-4
256 0.1179-01 0.117E-04 0.117E-04 U.117E-04 0.117E-04 0.117E-04
512 0,551E-05 O.551F-05 0.551E-05 0.551E-05 0.551E-05 0.551E-05
1024 0.552E-05 0.552E-05 0.552E-Ob 0.552E-05 0.552E-05 0.552E-05

Thas frnn Tanl. JA-7 a safe number of olts to aoprox-
imate scale Is teo, Table JA-8 compares the RMS error ani
the 4AX error of solutions 1), C, ancd 0'.

TARL{F JA-R. RIS ERR']R FOR SibUTIOdS D,C, AND D'
VERSUS DIST

ANGLI E = 0 DEGREES

DIST RMSD PMAX kC CAAX H45D.5 D.sM X

t 0,307F.-O1 ),943E+02.),104t+0U 01$3E 03 0,871E-01 0.217E+03
2 0.179,F-01 ')o3299.+02 0.439E-01 0.387E+02 O.40bE-O1 0.900E+02
4 0.852F-02 ').161-+f)2 0.268E-01 0,152E+02 0o.154E-01 0.279E+02
8 0,36LE-02 1.562E+01 0.179F-01 U,683E01 0-.531E-02 O.738E+01

lo 0.131,-02 ').161F+01 O.123E-01 U.322E+01 0.18OE-02 0,183E+01
32 0.455F-03 O.MQTE+O .ASOQ-02 U.15SE+01 1.579E-03 0.422E+00
64 ).143E-l3 ').R52F-01 r).611IK-02 0.745E+00 0.173E-03 0.887E-01

128 0.304E-04 I.136f.-O1 0. 436E-02 O , 35bE 00 0.372E-04 0.133E-01
256 ).779F-O 1.227E-02 ).283F3-02 0.174E+00 0.117E-04 0.25OF-02
512 0.]05E-05 ')o423F-03 0.141E-02 U.93vE-01 O.S51E-Ob 0.699E-03

1024 0.3baE-05 I.549F-)3 0o.491F-03 0. 353-01 0.552E-05 0.613E-03
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Tanle JA-8 indicates that solution D yields the least

RmS error, and solution C yields the most RqS error of these
three Solutions. Table JA-9 taOulates the oeroendicUlar
error for solutions 0, C, and 0' versus DIST, whit ANG equal
to 45 decrees.

rAiLE JA-9* PERPFN[)1CULAR ERROR FOR SOUUTTONS D,. AND n'
VERSUS DIST

ANGLINE = 45 UEGREES

DIsr DPER OPmAX CP7R CPMAX 0.5PER D.SP4AX

q ~I 0.191E-04 -. 05E-D4 ).228E-04 -,3(T5E-04 0.ib3iE-04 -,229E-04

2 0.269E-04 -. 610E-04 ),340E-Ob 0.blOE-04 0.132E-05 -. 153E.04
4 0.236E-05 -. 381E-04 0.28SE-05 O.BIOE-04 0,137E-04 -,381E-04
8 0.605E-04 0.916E-04 0.340E-Ob 0,381E-04 0.672E-05 0,107E.03

16 0.315E-04 -. 496K-04 0.40OF-04 -. 107E-0. 0.279E-04 -. 687E-04
32 0,856F-04 -. 168E-03 0.124E-03 0.198E-03 0.143E-03 0.183E-03
64 0.299E-04 -.916E-04 0.715E-04 -. 20bE-03 0.384E-04 -. 122E-03

128 0.213F-03 ).4279-03 0.391E-04 0.198E-03 0.286E-03 0.412E-03
256 0.646E-04 ).214E-03 1.324E-03 O.b41E-03 0.190E-03 0.397E-03
512 0.142E-03 ).305E-03 0,148E-03 -.305E-03 0.191E-03 0,427E-03
1024 0.235E-03 .),366E-03 o.145E-03 U.854E-03 0.327E-03 0.488E-03

Table JA-) inlicates that solutions D, C, and D'
yield similiar nerPendicular errors. One would expect solu-

tion D to be more accurate tnan solution C or 0'. The rea-
son why sol ition D is not more accurate in Table JA-9 is
that SCALE was selected for to minimize tne RmS error not
the oerneidictlar error.

raole JA-1o ta,ulates the PerpenJiular error for so-
lutions D, C, anI D' versus ANG with DIST eiual to 1024.

oI0



rAib JA-1,). P ,;) :,'Ir]CHL1 AR ERROR FDR SJi,]TiOqS r),C, ANO I-
VERSUS ANG

0IT = 1024 SCALE .504

ANG 0P R )P%!AX CPEQ CP14AX D.5PER D.SPmAX
------------------------------ - e- ---- W-

3 0.000F+00 0).OOOE+00 0.147E-01 -. 209E-ni 0.OOOE+00 0.OO£+00
5 0.192F-03 -. 153E-02 0.10OE-01 -. 24UE-01 0.351E-03 -. 11JE-02

10 ').132-02 -. 281E-)2 0.117E-01 -. 249E-01 0.147E-02 -. 299E.02
15 ).11W-02 1 .20 -02 t).104E-Ol -. 23UE-O 0.47HE-03 0.110E-02
20 0.521E-o -. IOF-02 1,103E-01 -.231E-01 0.389E-03 -.732E-03
25 0.436F,-03 -,11O,-02 u.113E-01 -. 237E-01 0.564E-03 -. 12BE-02
30 0.37mE-03 o.732E-03 O.1ORE-0l -. 240E-01 0.213E-03 -. 732E-03
35 0.569F-03 -. 134E-02 0.4E-02 -. 222E-01 0.586E-03 0.110E-02
40 0.674K-03 u.146E-02 0, 11E-0l -,243E-01 3.613E-03 0.122E-02
41 0.307E-03 0.48FE-03 0.112E-01 -. 25bE-01 0.145E-03 0.854E-03

As Pxpectel Table JA-10 indicates that solution D is
tne iost accurate and solution - Is the least accurate.

This tne final conclusion of this appendix Is tnat
solution :) is tne most accurate qIven tne aonropriate scale.
And that solution D' is more accurate than solution C.
Taole JA-i indicates that solution D requires 2 more multi-
plies and adds th.an solution C, and solution D' only re-
quires 2 more snifts and aids than solution C. Thus the oP-
timum solutions are solutions C and D'. C because it is
siioiliest and 0' because it is generally more accurate,
However, the prolection accuracy, from SECTION III of this
reoort, is three fractional olts. Thus, if the maximum Per-
pendicular error is less than .12! for a solution, then tnat
solution meets the accuracy requirements. Thus the final
recomedatlon of this appendix is that solution C is accurate
enouih and therefore C is toe ontimum solution.

The valur of scale used for solution D in Tables

JA-4, JA-9, and JA-IO is the aporopriate value found in
Taole JA-2. Fhe FORTRAN code which created the data for
Taoles JA-2 tnrouih JA-l0 are listed in appendices J-
throuh Jq.
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APPENPIX Jtb

c rtlis Ro.JrINE CJvPARVS Ti4E SOLUTION'S OF APPENDIX J
C FOR ACCURACY. SE2F App "Nnix J OF rH 1982 REAL SCAN
C REP )RT FO)R A 4ATH fl'SCNIPTIUiN OF rziE SOLUTIONS.

SID3ROIJT14E. LOWER
COMM F) N/b) 34F RI A NGLI *E,D 1ST ,SC ALE
C 'J4MON / RMS /R MS A,RM4S d,RHMS C, RMS 0
C3 )'4i),N/PER/A PER, BPER ICPER ,DPFR

Cf MDN I/ N '4AX/ AM AX, 34 A X,C MAX, 0M AX
C] 41'i/PEMAX/APM AX, APVAX ,CPM AX, DPMAX
REArJ*9 FX,FA,TERME,XR,YR, rHETA, ANGJLE

C C04PtJTE rHE START ANU E4D POINT OF NHE LINE
AJGL4 E =3.J4159*A4GblNE/lbO.
C =DCISCANCLFT)
S =DSIA(ANGLF,)
X) =-S;DIST
Y') C*0IST
X =C*51 2
Y S3*9512

X XO + X
XE =XC) - X

YS yn + y
y E ) - y

C C0MPUTF ANGLES TO START AND E 0 POINTS ANGS AND AAGE
A'JGS =ATANCYS,XS)
IF( AN'S, LT.O) ANGS=ANGS+6. 283I8

A4E= ATAJ2CYE,XF,)
1'( AAIGE.LT.(') AN'7EANGE+6. 2b3l8
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C C04PU rE A NS F -)R RtidMRR ITTFR AT 10 -S
RvUABP =3000
kG=(AiVch - Ai";25)

IF(ABS(ANr;) *(T,3. 14159) A4G=ANG-6.28318
A 4G=ANG/R.\LPASE:R

C C04PUTE C3NSTAITS FOR THE S0Ljrio~s
H'(1 =XtE - XS
RK(2 =YE - YS
RK =RK2*XS - PKI*fS
AJGK =AlV/RK
RKX= RKI*ANG;K
RKY =RK2*ANfrK

C UJITIA[4 IZE ALL PnINTS ro xs,VS
THIETA =)

'3XOLCD Xs

CXILP X XS

TERMD CXS**2 + YS**2)
DX=PKX*TFRmf)

DOY =RKY*TFH9t)
D(=XS

EKiOLD = S

AVIGA

A IGC 0

C rc COSA * G .LP)
S DSl.JC-A!Ct)

CPER I
DPKI
A,$ A

B iA
C A 1

D 4AK X I
ARMAX

61I 4
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DPMAX

C AND) EXACT (FX,EY)

NJMFRI 1MF

C SOLUTIOtl A CAX,AY)
TERMA =(AXOLD**2 +~ kYQLD*4$2)*
(I + ANrK*(RKI*AX3)1J+RK2*AY0LD))
AX = AXOL) +. RKX*r(ERA

AY=AYOLJO +9 RKY*IERM A

C SQL'JTION B (gx,ay)
TERM = + AN~GK*(RKI*BXULD + RK2*BYtJLD)
RX=(RXflLD - ANG*iYOLD)*IERM
BY=CANG*MiX0tD +. BYOLD)*rFRM8

C APPROXIAATF SI)LO~TIflN (SOLUT1O0J C)
C e.CDROP ALL AVk-**2 TFRMS)

TER4C =CCXOLaO**2 + CYflLD**2)
X=CXOLDD + RKX*TERMC

CY = CYOLD + RKY*reRm4c

CSOr..JTTOI D (DX,i)Y)
TER-AD=(oX + DDX*S(CALE)**2 + (DY + DDY*SCALEZ)**2
DDX =RKX*TFRMD
DO)Y =RKY*THERMD
DA =DX + Dr)X'

DY = )Y +. DT)Y

C CJ4PUTE THE: EXACT SOlEJTI'J (FD(,LY)
TAiETA =T4ETA + 9.~
XR DCj)S(TI4ETA)*FEl) - rDSIN(T4FrA)*EY0L)

Y= )St'4(TH.IETA)*PXJ)LD + iJC0S(TcIErA)*EY0L)
.riRM =RK/(RK2*XN - RK1I#YR)

E=YR.r' MP

C UPDATE )Lf P0IJTS TO hiE. PJIfJIS
AX06l) = AX

615'
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CXOD = CX
CYnLUD =Cy

C F1I4D SU4 OF (F ROR)**2

AF.RR = (AX - FX)**2 + (AY - E)*
AVIGA = AVIA + AFRR
BERk = O~X - iEK)**2 + (B - E)*

AIGfH = AVGF8 + FBFRR

C 'R R = (CX - EX)**2 + (CY - FYl**2
AV/GC = AVqC + CERR

DER= (D)X - FX)**2 + (,)Y - EY)**2

C I'40 M4AX F'RREO1 fISrANCEF ROM THE EXACI POINT
IIF(AERR. GT. AMAX) AMAX =A6RR
IF'(BERR .GT. RI'AX) 3MAX =BERR
IFr(CIER .GT. CM'AX) CMAX zCERN
IFPnFY .GT. DMAX) flMAX =DLRR

c FUi*i) rH-- EP0 IN THE i)IR'FCTIJNy Wt11C14 IS PERPENDICULAR
rC r HE w)iWER *JIJ)Nl lIN. THIS 1S ACCJMPLIS4E HY

C OrATMN; TR rtIF SE3LUT11NS FRROR bY -4NS. THE
CPERlPKNOI-CJLAR ERRflN AILL BE YT4E Y CJMPOIJKNT OF

c r4iE NEW P37-4T ROlTATED 4Y -ANc, 4LNUS THE Y IN'rEQCEPT.

AA = S*AX + C*AY m DI1ST

A= S*AX + C*dY - DIST
CC = '+*X + C*CY - !)15T
o o = ssiDx + c*oy - oisr

CACO"''4'LATF r'4i PF.RPF~i!4ClJLAH ERROR
APER = PER + AMAS(AA)
BPP'R -A= A'RS(RK1)

CPF CPRPj + AiiS(CC)
DOE )PER + AHS(UD)

F ~I 11) %1 A XIlU A P E QP JF,4nI C U A RF ~P L0
IIF(A8S(AA).(;T.ABS(APH1AX)) APMAX = A
T7(A9S~t3),;T.APS(4PMAX)) BPI AX = R
TF(A4S(,CC). ;T.A9S(CPPAX)) CPM4AX = CC
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IF(ABS(0Dr).rT.Ak4S(V)PNAX)) DPMAX =O0
100 C)NTINLIr,

CFINL) R'4S )F E>RR
R'iA =S'RT(AVGA)/R*!,*49.R

RMSA = S'RT(AVGl)/RNdUMBRH
IrASC =S:)RT(AVr.^)/RNUM4RER
R4Sr) = SJRT(AVGD)/RvMBER

C AVIERAGE r'4E PERPENOJC?LAR EPROJRS
APER = APER/RNJUM4LR
63PEk = RPEH/RNU4PER
CPER =CPER/RNfJ4RER

OPR= iPER/RNIP4BER

C TAKE TH4E SQUARE ROOT OF THIE ERPUR

A4AX =SQRT(AMAX)

* F4AX = SQRTUBMAX)
CAAX = SRT(C'MAX)
[)4AX =SIRT(I)'$AX)

RETURN
E,'4 P)
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APPENDIX JC

L)LVDIST. FOR

C LOWDIST.FOR 2/20/02
c r~is ROUTINE TARIUATEs THE DATA FOR SOLUTIONS A,B, AND C.
c rtiis DATrA IS THE AVFRAGE R'4S ERROR, THE MAXIMUM RMS
C ERROR, rHE AVERAGE PERPENDICUJLAR ERROR, AND THE MAXIMUM
C PERPENDICULAR ERROR VE;RSUS THE LINE INTERCEPT DIST.

CL) '4MON / L OWE~R /A NG(L IN EDI ST,SC A LE
CJMMON/R4S/R4SA,RMSc3.RMSC,RMSD
C)MMON/PER/APER,BPER,CPER,DPER
CfVV4ON/RNISMAX/AMAX, BMAX,CAAX,DMAX
CKPMON/PERMAX/APIAX,BPMAX,CPMAX,DPMAX

TiPE*I'IIPUT ANGE.INE'
ACCEPT*,*ANGLINE
WRITE(iS,*) 'ANGILINE =1, ANGL.INE
TYPE*,'IJPIJT TYPE: RMS (0) PER (I)'

ACCEPT*D ITYPE
I!(ITYPE .EQ.O) THEN
WRITF(15,*),-DIST RMSA AMAX RM4SB BMAX RMSC CMAX
ELSE
WRITE(15**),'DIST APER APMAX RPER SPMAX CPER CPMAX'

E1DI

r)-, 500 J = 1,11

If =013f
CAljL LOWER

IF'([TYPE *EQO) THEN
WRITF(IS, 1000) 1Y,RMSA,AMAX,RMS6,BMAX,RMSC,CMAX
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64TTE;(1i,1l~ofl) TY,APEFP,APM4AX,bPI R,LBPMAX,CPER,CPPAX

Soo~~ C.JO 1 IF .

1O001) F W'4A'r(' ',14, X F . ,I ,-. ,ILc .3 I ,9 3,

44
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APPENDIX JD

bOvJANG.FOR

C L04ANGtrOR 2/2n/82
C TIiiS ROUTINE FINDS THE RMS/PERPENDICULAR ERROR FOR
C SOL;JT104SC 1F ApPPNnIX j. VS. ANY LINE ROTATED 10
C T14ES Ar AN ANGIE OF 5 C 5 DEmIRLES PER ROTATION.
C r~TiS THE LINES RANGE FROM FRO4 0 rOC 45 DEGREES.

CiM4ON/L0WER/ANGGINEDIST, SCALE
C) M MON /Rl4S / RMSA , RMS 8 *RRMSC, RMNSD
COMMON/PER/APER, APER DCPER , PER
C OJNNON/ R 4SM AX /A MAX, BMAX ,CM AX, 0MAX
CJ'4NDN/PERMAX/APMAXD BPMAX ,CP4AX ,DPMAX

TYPE*,-WHIC4 TYPE OF ERROR DO YJU WANT RMS-0, PER-11
ACCEPT*U [TYPE
TiPE*,- INPUT THE DISTANCE 1O THE LINE
ACCFPT , 01ST
WRITE(15,s) r'IST x',DIST
IFCITYPE .EQOo) THEN
WRITE(15,*),-ANGLE RMSA AMAX RMSB B4AX RMSC CMAX
ELSE
WRIfE(15r*),'ANGLE APER APMAX aPER BPMAX CPER CPmAXI
ENDIF
Tf'P9*,'INPUT RANGE OF ANGLES FOR IANG'
ACmCEPT* ,IRANGE
IgIC = IRANGE/9

D') 100 IANG = O,IRAPIGE,INC
A'JGLINE x IANG
CALL LOWIER

IP(IrYPE .EQ.O) THEN
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w"~i rFI(15 1 1 tA NG, R494A,A 4 A 1ROS3,f MAX , MSC,CMA X

oA~TTF(15,100)) IAJG,APER,APM4AA, jEP,BPM4AX,CPEaI,CP4qAX

F JD I1F~
100 c N1 T1 4 1
1000 F)R4IA'r(, * 3,1X,F-9.3,1X,E9.3,1X,EQ. 3,lX,PE9.3,lX,
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APPENI:N)X JE

I,' [ 4 )T ST. F)R 2/20/A2
~ -~sR.)JT(NK rAt4ilLATES T~iP' OAT4 FOR SJljt]TIO,*%S A,rl, AND C

ZrAI~S DATA is TriF AVFRArF 4M EPD TIE MAXTIMMA R4iS
C ERRO1R, FH : AVFRA(;F. I) RPE:NOICtI,AR ERROR~, ANJD THEF *4AXiM

CPERPENPIC'MAR fRRrjR VF43IJS T!W. LJ-4E INrERCEPr 1)151.

CI MMO 4/ ,)W ER/ A I C [j N E, nlD ST, SCALE
C JM') I/ R4S / MS A, R'45S 3, R SC, RMS U
C')MMr) 4/PIR/APFR,4PKR , CPERp ,
C'AJ49/MMA/AAXAX1A,DaAX
CY'4ON/PPRAX/AP'4AX, 3PMAK ,CPMAX ,DPMAX
DIMAENS11N VSCALF(It)
flATA VSCA,E2/ .74,.? 34, *32b,.403,.456,. 495,.*489,.*497.
o 49Yp,,50j,.5Q4/

T'(PE*,'tJ4PUT ANC.INE'
Ac c p r *, A'- G r.N E
WRITF(15,*) 'A JG1-IlE =', ANGLINE2
TYPE*,'IJptiT~ TYPEC: N"S (0) PFR (W)
ACCEPT*. tTYPIE

*RITF(1'5,*),*rtsr PR4SD D'MAX R1SC CMAX sR4SO.5 D.m~
E~ I., S F
WIT15,*),'r)1Sr OPER DPMAX CRER CPMAX uISPLR D.5p~4kX'
E 11) 1F

C) ) 500 J t
nIST
iy r)isr
SC.AI.E .5
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'JAYrRAFUJTPCh.N 90-rD-O014-2

CALI, LI4 vP

DOPv AX !)P-AX
SCALF V,;CAr~j(J)

CALL Lf-14ER

IF(ITYPE *Ej~o) rHE4~
mqTrp.:(1', 100) Ui,RMSD,DMAX,RMS :, MAX,lDHMS,D0MAX
F USE~
wRITI'( i, 1 0o) IYD RD~A~'PRCMX,))i-,DA

500 Cl N TT1t11

000 FJ4.~Ar( ',14,1X,E93, X,,..,KE.31,93
19 , E 3. 1 X F. II
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aAVTP? F.()JlPCFTl 60-D-OU1 4-2

APPF.%JO1X JF

LOiODAN5. FOR

Ci0- LiAN G F0.IR 2/2fl/1i2
crHrS Rf)urTN FINiUS THE RMS/PERPtNOICULAR ERROR 1FOR

C SUJLUT1O.4C C~ A4D SOL~UTION D AND U', OF APPENDIX J.
C S, AN~Y LINE R3TATED 10 TIMES Ai AN ANGLE OF 5 A

C CO04STANr NUMPER OF DEGREES PER KOTATIJOl.

C ) m' 0 j/ bAE P/A NC 141N F, ST, Sc AL
C )M~flN/RMS/P?4SA,RX4S9,RMSC,RMSD

C 1D'4/I/HSMAX/AMAX , 3MAX ,CMAX , MAX
CT4ON/PERMAX/APMAX ,BPMAX ,CP'4AX ,DPMAX
Df'MEW5InN VSCAL.F(11)
'v) rA VSC'-Ar*k/,*174,. 234,. 328,.4U3, *456,.485 ,.489,. 497.

TiPi:*,'4HTC4 TfPE F FERROH 00r YJiJ WANT RMS-0, PE:P-1'
ACCEPT*, ITYP.
T'tpi.*,' ENIP11iT HE Y INTERCt--Pr (~ooRsr CASKS W )
AC C ; Prv, f) ST
J =LnG(DrjST)/LnG(2.) + I
SCA14F = VCALF;(J)
WRTITF(19,*) 'PIST: = ,DTSr,'SCALE =',SCALE.

dR1rE(J5,*),'A~,LjF R.MSD lAkAX RMSC CMIAX KA0. D.5MAX

~NIf~19,),AN~F PER U)P,.AA CPER CP'4AX D.5PER D5P-AAX-

TYPE*,'r4P'lr PANGE OF ANGLES FeNK IANG'
Al-CPr*, IWAI!GF
TIC : RA~sGr/9
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VAVTRAP.Q'IPCEN 80-D-0O1'h-2

nl 0 [A-G = 0, rR A GE ,INC

N 4SDD 2

D )MAX = MAX
DO)PER = PE

SCALE = VSCAL.E(J)

tF(cIrYPF .E0.0) THEN

WRITE(15, 100')) IAGDEPA,,PRC4XDPRDPA

100 C )V4TI 'JUW:
1000 P iRk!Ar(' 'I3,1X,E9.3,1X,E9.3,lX,P9.3,1X,E9.3,1X,

*E9.3,lX,E-9.3)

P JD

4



'4AVTkAE,'JJPCE-N ,u-0-OU1 4-2

APPENDIX JG

LJOWSCAULE.FOR

C bl)WSCALIAXFOU 2/20/82
C T4IS NRhJTZNE ClkiPIJTES THE VALUE OF SCALE allICH

41'41~417ES THE RAS EPRUR FOR 59LUTION D. SOLU!TIUN
C0IS rkE SA'4E AS Sif.UTION C EXCKPf fHAT SOL)[UTION
D 0 SES AN APP400iiATInN FOR THE 'JEW X,Y TLO FV'JD

C rr4E tNEY X,Y. THIS ("UF:SS IS A VALUE OF' SCALE
C W-ICH YELDS NEw LEAST RMS FRROR.

A 3'rT F I < SCALF < I.

C )4 M 0N/ Li 1;/ A NGL I NE, DI ST,S CALE

,V-Ci 'MM 0 J/R44SfR 'ISA,R 4SRPMS C, iMSD

C )m4ON/PEk/APKR, RRE , CPER , PER
C)'4'40'/RSN1AX/AMAX,BM AX,C"AX,DMIAX
C 'A 40 N/ ER M A X/ A P 4AXK, RPMAXK, C V'MAX, DPM AX

vNiFiF(i15,*) ' oisr SCALE RMS) I)4AX

T'(PF*, 'I JPllT ANGLINK'
ACCEPT*,A e,LIF
,ARITE(1 5, *) AGIENLI
D') 500 J =~l
DIST 2**CJ-I)

Dh:fSCALEP 1./1000,
SCALF =

li,)r) D vITH PAS EROSFR1000) l1FFERE'4T S3CALES
C SE4CK SCALP PA-4eF:S FROM 0 TO 1EH
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'JAVTRAEO!iIPCEfI 4O-D-OU14-2

SCAE =SCALE + 0)EL5CAbk;
C'tLL LIAER

100 CJ T I .q U,-

D ) 2) 0 1,11)0 0
IF'(D(I) bLT.01,11N) THE2N

DmN= 0r)
SAVE = I

F: 40 I F
200 C:) NT IAL~i P

SICALE =SAVE,/IbOO.
CALI, L04FR

~NirP(i~,1 0 ) fIST,SCAIE,R-ASD,)MAX
500 C )NTI'AUE

1000 PjIVRiAT(' ',F5.0),5X,F5.3,2X, ,9.3,2X,E9. 3,2X.E9.3,2X,E9.3)
E 'JD
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APPEN~)ix JH

L 0 hIrtS.*FJR

C L0Mr4ITS.F?)k 2/2n/92
C rrjS ROJTP3I TkHUIATF:5 DIPFFERENI VALdUES
hC OF SCAL-E vs. F-iF:, f~m5, FROR OF SLJLUTION D r3
C NE rLOW.4- FJUA-) PP.)NEJE4. EACIA VAL 1UE JF SCALE
C USED H4ERE IS AS C!.d)SE TO THF REST VALUE OF
CSCALE: (FOUND) FRrIM L04SCALF.'.EQ) WITHI NE

C :;IVFN NJm4FR )F 8rrS.
C) 40N/;I i 1F:P/ A N GL IN E,Di 51,5C AL F
V 7) A l)/ R'S /RPIS A, RM'SS , P'SC ,kPm SU
C 3 ,', f J/ P -q/ A P F:, BPER ,CP FP ,D P F2
CJM'40N/RAiSmAX/APAX,3Mi'AX, CIAA, UMAX

DI4wNSI14 VSCALEC11),P!4S(o)
D)ATA 'SCALE/.174,.234,. 326,.4U3o,.456, .485, .489, .497,

w~ tr F 1i5,2 000)

N, ITrE,(15 , 3 00Q)

A r, 1,1 IqF

T Y=1r1ST

DJ 10V) JiJTS 1,6
I) ) A = 2**(j;Airs)

lirs FPPj4FAR*V5CAL6(J) +.
fP4i rS s B ET S
.iCAf,E 1 * rl!2/ P~
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AVTRAEOUIPCEN 80-D-0014-2

CALL LOWER
RYS(JBITS) = RMSDr

100 C)NTINUt
4RIR'r I (15,4 000) IY, R MS

500 C)NrINUc
100) F)Rk4ArC ' ,llXTABLE JA-4. RMS ERRORS F'OR SL0UIIIIN

r 0 %5 A FONCTIrPN OF SCALE')
2000 F)RMAr(///,15X,'NUMBER OF BITS FOR SCALE')
3000 FDRMAT(' -,' DIST 1 2 3 4',1 5 6 • )

3500 F)R AT(/ ...------------------------------- .-----------

01 ----------------- )
4009 F )RYAT(' '14,IX,E9.3,X,E9.3,lX,E9.3,IX,E9.3,

* ~ l , *.31 , FY .3)
E

- 1
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